Journal of Agricultural Informatics (ISSN 2061-862X) 2015 Vol. 6, No. 3:13-23

Hungarian Association of Agricultural Informatics
European Federation for Information Technology in Agriculture,
Food and the Environment

Journal of Agricultural Informatics. 2015 Vol. 6, No. 3
journal.magisz.org

Comparison of K-Means and Fuzzy C-Means Algorithms on Different Cluster
Structures

Zeynel Cebeci?, Figen Yildiz?

INFO ABSTRACT
Received: 24 June 2015
Accepted: 21 Aug 2015 In this paper the K-means (KM) and the Fuzzy C-means (FCM) algorithms were

Available on-line: 12 Oct 2015  compared for their computing performance and clustering accuracy on different shaped

Responsible Editor: M. Herdon  cluster structures which are regularly and irregularly scattered in two dimensional space.
While the accuracy of the KM with single pass was lower than those of the FCM, the

Keywords: KM with multiple starts showed nearly the same clustering accuracy with the FCM.

cluster analysis, fuzzy c-means, Moreover the KM with multiple starts was extremely superior to the FCM in computing

k-means, soft clustering, hard time in all datasets analyzed. Therefore, when well separated cluster structures spreading

clustering. with regular patterns do exist in datasets the KM with multiple starts was recommended
for cluster analysis because of its comparable accuracy and runtime performances.

1. Introduction

In recent years agricultural and environmental data have been increased in exponential rates by the
widely use of automated data collection tools and systems. The yield data from precision agriculture
applications have become one of the recent contributors in this increase. A huge amount of data collected
by weather forecasting, remote sensing and geographic information systems have already been in use
for a long time. In addition the progressive and intensive use of sensor networks and computers in the
cultivated areas, barns and poultry houses have played a significant role in the increase of agricultural
data. Because of this enormous growth, data mining (DM) techniques will be helpful to discover useful
or meaningful information in agricultural big data. However, DM is a relatively novel field in
agriculture, food, environment and other related areas (Ramesh &Vardhan 2013). Similar to the other
areas such as pattern recognition, image segmentation, bio-informatics, web mining and consumer
market research, Cluster Analysis (CA) as one of the most popular among many DM techniques could
be used in agricultural data analysis. For instance, it is believed that DM and CA should be a part of
agriculture because they can improve the accuracy of decision systems (Tiwari & Misra 2011).

As an umbrella term CA is defined as the collection of unsupervised classification techniques for
grouping objects or segmenting datasets into subsets of data called as clusters. By using an appropriate
clustering algorithm, a cluster is formed with objects which are more similar to each other when
compared to others in different clusters. In other words, cluster analysis assigns similar objects into the
same cluster which share common characteristics based on their features. Although there are some
different ways to categorize them, the clustering algorithms can be generally grouped in 3 categories as
hierarchical, non-hierarchical (flat) and mixture techniques. Although hundreds of algorithms do exist,
in practice the use of many of these algorithms has been limited due to their complexity, efficiency and
availability in presently used statistical software. The choice of a good algorithm to run on a certain
dataset depends on many criteria such as data size, data structure, and the goals of CA (Velmurugan
2012; Bora & Gupta 2014). As reported in many studies (e.g. Dong et al. 2011; Kuar & Kuar 2013), the
non-hierarchical partitioning algorithms, i.e. the algorithms belonging to K-means (KM) family give
good clustering results in shorter times compared to the hierarchical algorithms on large datasets.
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Therefore, since introduced by MacQueen (1967) KM and its successor derivatives have been the most
popular algorithms in exploratory data analysis and DM applications over a half of century.

K-means (or alternatively Hard C-means after introduction of soft Fuzzy C-means clustering) is a
well-known clustering algorithm that partitions a given dataset into (or ) clusters. It needs a parameter
c representing the number of clusters which should be known or determined as a fixed apriori value
before going to cluster analysis. KM is reported fast, robust and simple to implement. As reported in
many studies it gives comparatively good results if clusters in datasets are distinct or well separated. It
was also examined that KM is relatively efficient in computational time complexity with its cost of

( ) in Lloyd algorithm (where t: number of iterations, c: number of clusters, n: number of objects,
p: number of dimensions or number of features). Despite its above mentioned advantages, KM has
several disadvantages too regarding the form and scattering of clusters in datasets. First of all, KM may
not be successful to find overlapping clusters, and it is not invariant to non-linear transformations of
data. For that reason, representations of a certain dataset with Cartesian coordinates and polar
coordinates may give different clustering results. KM also fails to cluster noisy data and non-linear
datasets.

In order to overcome some of the problems faced with KM, Bezdek (1981) introduced Fuzzy C-
means (FCM) which is based on Dunn’s study (Dunn 1973) as an extension of KM. As reviewed by
Suganya & Shanthi (2012) and Ali et al. (2008), a dozen of the algorithms have been developed in order
to improve the efficiency and accuracy of FCM. However, the basic FCM algorithm has frequently been
used in a wide area of applications from engineering to economics. FCM is a soft algorithm clustering
fuzzy data in which an object is not only a member of a cluster but member of many clusters in varying
degree of membership as well. In this way, objects located on boundamé<lusters are not forced to
fully belong to acertain cluster, but rathethey can be member of many clusterith a partial
membership degree between 0 andnlspite of its relatively higher cost with( 2 ), when
compared to KM, FCM haalso beenused in many clustering applicatiobgecause of itabove
mentionedadvantage agriculture and forestrgrea(di Martinoet al 2007; 2009).

Although FCM is believed to be more efficient emalyzefuzzy datait does not have a constant
superiority in all cases of data structures accordinigeoesearch findingddowever therecentstudies
generallyhavefocused on comparison of KM and FCM by usgmmewell-known test datasetsuch
aslris andWine in R environmenfJipkate & Gohokar 2012; Pandaal.2012; Ghosh &ubey 2013;
Bora & Gupta 2014)Thus,it would be helpfulto examinethesehardandsoft C-meanspartitioning
algorithms forthedata structures following different patterns and sisagf clusterg-or that reasonni
this paper we compared the efficiency of KM and FCM algorithms on synthetically generated datasets
consisting of different shaped clusters scattering with regular and non-regular patterns in two
dimensional space.

2. K-means and Fuzzy C-means algorithms

Let ={ 4, 5,... }be a given dasetto be analyzedand = { ;, ,,..., } be the set of
centerof clusters in datassetin  dimensional space ( ). Where n is the number of objects, isthe
number of features, and c is the number of partitions or clusters.

Clusters aralescribecby their member objects and by theantes. Usually centroids are used as
the centers of cluster§he centroidbf each cluster is the point to which the sum of distances from all
objects in that cluster is minimizeBy using a partitioning clustering algorithm, is partitioned into ¢
clusters with a goal of obtaining low within-cluster and high between-cluster heterogeneity. That is, a
cluster consists of objects which are as close to each other as possible, and as fardbjeetsin other
clusters as possibl®epending on research domsjmataset is formed with data points that afee
representations of objects which canrmividuals,observations, casegquirements, pixelstc

While hard clustering algorithniike KM assign eachbjectto exactly one clustesoft partitioning
or fuzzy clusteringlgorithrrs like FCM assign eacbbjectto different clusters with varying degrees of
membershi@s mentioned abovén other wordswhile the membership to a cluster is exaeilher O
or 1in KM it variesbetween 0 and 1 in FCMhereforejn the cases thate cannot easily decide that
objects belongs to only one clustespecially with the datasets having noises or outk#) may be
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better than KMFor that reasarit is expecedthat KM algorithmmay be a good optiofor exclusive
clusteringbut FCM may give good results faverlapping clusterdn the following sulsectiors KM
and FCM is explained with their algoritiersteps

2.1. K-means algorithm

KM iteratively computes cluster centroids for each distance measure in order to minimize the sum
with respect to the specified measure. KM algorithm aims at minimizing an objective function known
as squared error function given in Equation (1) as follows:

(1 )=393 2 (1)
Where,
2 s the chosen distance measure which is generally in Euclidean norm: I - 12,1 <
< ,1< < .Where representsthe number of data points in i" cluster.

For clusters, KM is based on an iterative algorithm minimizing the sum of distances from each
object to its cluster centroid. The objects are moved between clusters until the sum cannot be decreased
any more. KM algorithm involves the following steps:

1) Centroids of clusters are chosen from  randomly.

2) Distances between data points and cluster centroids are calculated.

3) Each data point is assigned to the cluster whose centroid is closest to it.

4) Cluster centroids are updated by using the formula in Equation (2):

=2, [ ;1< < 2

5) Distances from the updated cluster centroids are recalculated.

6) If no data point is assigned to a new cluster the run of algorithm is stopped, otherwise the

steps from 3 to 5 are repeated for probable movements of data points between the clusters.

2.2. Fuzzy C-means algorithm
FCM algorithm minimizes the objective function in Equation (3).

(! 1):221221 2 (3)
This function differs from classical KM with the use of weighted squared errors instead of using squared
errors only. In the objective function in Equation (3), is a fuzzy partition matrix that is computed from
dataset

=] %)

The fuzzy clustering of  is represented with  membership matrixin x  dimension.The element
is the membership value of i™ object to j™ cluster. In this case, the j" column of  matrix is formed
with membership values of n objects to j" cluster.  is a prototype vector of cluster prototypes
(centroids):
= [ 1r 214 ]1 (5)
2 s the distances between i"" features vector and the centroid of j™ cluster. They are computed as
a squared inner-product distance norm in Equation (6):

2=l o- = =) (- ©)

In Equation (6), is a positive and symmetric norm matrix. The inner product with  is a measure
of distances between data points and cluster prototypes. When isequalto , 2 isobtained in squared
Euclidean norm. In Equation (3), is a fuzzifier parameter (or weighting exponent) whose value is
chosen as a real number greater than 1 ( [1,)). While  approaches to 1 clustering tends to
become crisp but when it goes to the infinity clustering becomes fuzzified. The value of fuzzifier is
usually chosen as 2 in the most of applications. The objective function is minimized with the constraints
as follows (7, 8 and 9):

[01]: 1< < ,1< < @
Y., =11 < @)
0< Y., < ;1=c < )
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FCM is an iterative process and stops when the number of iterations is reacteedmumor when
the difference between two consecutivalues of objective function is less than predefined
convergence value ). The steps involved in FCM are:

1) Initialize (®) membership matrix randomly.

2) Calculate prototype vectors: = zzzl—; 1< < (10)

=1
3) Calculate membership values with:
1
—:1< < ,1<

z :1( / )2/( 1)
4) Compare (*D with () where is the iteration number.
5) Ifll (*D— O < then stop else return to the step 2.

IN

(11)

3. Datasets and parameters of the algorithms

We analyzed totally 10 datasets for comparing KM and FCM. While the datasets from DS1
to DS5 and DS8 were synthetically generated with a script developed by use of several R
libraries. The remaining datasets were downloaded from the site of Speech and Image
Processing Unit, School of Computing at University of Eastern Finland, FI
(http://cs.joensuu.fi/sipu/datasets). (DS6 by Gionis et al (2007); DS7 by Zahn (1971); DS9 by Fu
& Medico (2007); DS10 by Jain & Law (2005)). As shown in Figure 2 and 3, and listed in Table
1 the datasets from DS1 to DS4 consisted of equal sized rectangular, circular and ellipsoidal
clusters spreading with a regular tiled pattern, the others were irregular shaped clusters
spreading with regular and irregular patterns.

Table 1. Size and structure of the datasets

Dataset | ¢ n n. | Shape of clusters Pattern
DS1 9 | 1800 | 200 | Equal sized rectangles Regular
DS2 9| 1800 | 200 | Equal sized circles Regular
DS3 9 | 1800 | 200 | Equal sized ellipses (normal, mid-eccentric) | Regular
DS4 9 | 1800 [ 200 | Equal sized ellipses (thin, high-eccentric) Regular
DS5 | 14| 1327 | =95 | Different sized circles with some noises Irregular
DS6 7| 788 | =113 | Different sized miscellaneous shapes Irregular
DS7 6| 399 | =66 | Different sized miscellaneous shapes Irregular
DS8 3| 1200 | 400 | 2 concaves, 1 ellipse Irregular
DS9 2| 240 | 120 | 1concave, 1 circle Irregular
DS10 2| 373 | =187 | 2 concaves Irregular

In the synthetically generated datasets mentioned above, the inter-cluster variances have been set to
a reasonable level to obtain well separated clusters. As listed in Table 1, in order to obtain dense
structures for the synthetically generated datasets the cluster size (nc) was set to 200 data points for each
cluster in DS1, DS2, DS3, and DS4. The size of clusters varied between 66 and 400 with an average of
153 for the remaining datasets. All datasets were formed with two features (= 2) for easy interpreting
cluster structures via the scatter plots in two dimensional space.

The function kmeans from thestats package of RR Core Team 2015)yas usedn KM
clustering It wasruntwo timeswith the option of MacQueemethod The first run was for single pass
of KM (KM-1) and the second was ft0 initial starts of KM (KMLO). Since the luster centers are
randomly chgenbeforethe startof iterationsthe clustering results can be different in each run of KM,
sowe randomlychaseone of the result sets frogeveral run®f KML1 for all datasets

For FCM analysiswe usedthe function FKMfrom f cl ust library developed byFerraroand
Giordani(2015)in R environmentFKMwas runfor only single random starAs one ofthe essential
input argumentsf FKMthe fuzzifier wassetto 2(m=2) as a default valugndthe convergencealue
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() was seto (1 - 0 ). Squarectuclidean distance norm was usedtesdistance measuiie both
KM and FCMalgorithms As the ¢ values numbers of the clusters in the original datasets in Table 1
wereusedfor both KM and FCMalgorithms

The performances of the algorithms were compdrgdsingthree criteria whichivereCPU time per
iteration (TPI), CPU time per object (TP@)d the percentage of the objects moved out to other clusters
from their original clusteafter clusteringThe CPU runtimeequired ineachrun of the algorithmsvas
computed as the difference frddys.time()  with a precision of 9 digits which has been get before
and after running the procedurésnotebookPC having i7 microprocessor and 8GB RAM was used
for all type of analysis, and R was onlyigetapplication during analysis.

4. Results and discussion

As shown in Figure 1 and listed in Table 2, KM with single start (KM1) required more iteration
(ITRS) but less time per iteration (TPI) and less time per object (TPO) when compared to those obtained
from KM with 10 starts (KM10). Except for the datasets DS6 and DS7, the numbers of iterations in
KMZ1 were higher than in KM10 since the latter improved initial vectors of centroids with multiple starts.
This finding indicates that running KM with multiple starts may give good clustering results with less
number of iterations. On the other hand, TPIs of KM1 were averagely hundred to thousand times smaller
than those of KM10. The similar trend was observed for TPOs. TPOs of KM1 were approximately
thousand times smaller than those of KM10 as seen in Table 2. This advantage of KM1 does necessarily
not mean that KM1 is superior to KM10 because of its relatively low clustering accuracy against KM10
which will be discussed later in this section.

Table 2. Computing time efficiency of the algorithms

DS KM1 KM10 FCM KM1 KM10 FCM KM1 KM10 FCM % Inc.
# iters iters iters tpi tpi tpi tpo tpo tpo tpo

1 9 4 100 0.0003340 0.015260 | 0.187300 2.0e-06 3.4e-05 | 0.010406 30506

2 11 3 79 0.0001820 0.008005 | 0.226823 1.0e-06 1.3e-05 | 0.009955 76477

3 30 9 112 0.0000067 0.002668 | 0.199133 1.0e-06 1.3e-05 | 0.012390 95208

4 13 9 123 0.0000077 0.002780 | 0.212532 1.0e-06 1.4e-05 | 0.014523 103636

5 6 4 205 0.0001670 0.004253 | 0.241403 1.0e-06 1.3e-05 | 0.037293 286769

6 7 12 177 0.0002860 0.001918 | 0.080337 3.0e-06 2.9e-05 | 0.018045 62124

7 7 10 122 0.0001430 0.000050 | 0.048623 3.0e-06 1.3e-05 | 0.014867 114262

8 13 7 99 0.0001540 0.000286 | 0.061179 2.0e-06 2.0e-06 | 0.005047 252250

9 5 5 120 0.0000400 0.000060 | 0.012116 4.0e-06 1.3e-05 | 0.006058 46500
10 3 3 54 0.0003320 0.003002 | 0.020477 3.0e-06 2.4e-05 | 0.002964 12250

TPIs and TPOs from FCM algorithm for all datasets were extremely higher when compared to those
from both KM1 and KM10. The percent of TPO increase from KM10 to FCM (in the last column of
Table 2) revealed that a remarkably more execution time as much as several hundred thousand times
were required by FCM algorithm.

As shown in Figure 1, KM10 and FCM required more iterations for the datasets consisting of non-
regularly scattering clusters. While the highest number of iterations were obtained for DS6 with KM10,
DS5 with FCM, and DS3 with KM1. KM1 showed approximately same iteration performance for all
datasets excluding DS3.

As expected, higher execution times were needed for larger datasets (Column 2 of Figure 1) in spite
of some exceptions. It was an interesting result that both CPU times and TPI values from KM1 and
KM10 were the highest for the dataset DS1 although it consisted of same sized and well separated
clusters like the clusters in DS2, DS3 and DS4. However we did not obtain the same result from FCM
analysis in which the highest TPl and TPO values were for DS5. On the larger datasets FCM did not run
faster than KM as claimed by Sheshasayee and Sharmila (2014), contrary it was remarkably slower in
all datasets. However we observed that TPIs were higher for larger datasets in both KM10 and FCM. In
FCM analysis we also determined that TPOs of larger datasets tends to be higher compared those of
smaller datasets with some exceptions (i.e. DS6, DS7) for the datasets having non-regularly scattering
clusters.
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The results revealed that the algorithms showed special behaviors for TPIs against the scattering of
clusters in datasets. TPIs from KML1 increased for the datasets whose clusters scattering with irregular
patterns with an exception for DS1. In contrast to this finding, probably due to larger size of clusters we
observed that TPIs from KM10 and FCM on the datasets having regularly scattering patterns were higher
than those of the dataset whose clusters scattering with irregular patterns. The dataset DS5 had the
highest TPO and TPI when analyzed with FCM. Since this dataset has the highest number of clusters
(c=14) we understand that as the number of cluster increases the time complexity of FCM increases
rapidly. So, we conclude that runtimes of FCM are mainly affected by the number of clusters rather than
their sizes and shapes. But, for a generalized understanding of this finding, further studies should be
carried out in the future.

Table 3 presents the number of member losing clusters (NCML), the number of objects moved to
other clusters (NMO), and the percentage of objects moved to other clusters (PMO) by running the
algorithms.
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3 3 3 [ I
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Figure 1. Number of iterations and runtimes per iteration and runtimes per object from the algorithms
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Table 3. Clustering success of the algorithms

DS KM1 KM1 KM1 KM10 | KM10 | KM10 FCM FCM FCM Best Clustering
# ncml nmo pmo ncml nmo pmo ncml nmo pmo Algorithms
1 3/9 186 10.33 0/9 0 0.00 0/9 0 0.00 | KM10, FCM
2 2/9 191 10.61 0/9 0 0.00 0/9 0 0.00 | KM10, FCM
3 1/9 1 0.00 1/9 1 0.00 3/9 17 0.01 | KM1, KM10, FCM
4 5/9 214 11.88 0/9 0 0.00 4/9 18 0.01 | KM10, FCM
5 6/14 79 5.95 7/14 23 1.73 8/14 22 1.65 | KM10, FCM
6 3/7 148 18.78 37 125 15.86 417 154 19.54 | -
7 5/6 146 36.59 5/6 137 34.34 4/6 95 23.81 | -
8 2/3 13 0.01 2/3 9 =0.01 2/3 15 =0.01 | KM1, KM10, FCM
9 2/2 41 17.08 2/2 39 16.25 2/2 36 15.00 | -
10 212 80 21.45 2/2 80 21.45 2/2 84 2252 | -

In order to compare the accuracies of clustering, these values (NCML, NMO and PMO) can be used
as the failure rate (or error rate) of the tested clustering algorithms. If an original/natural cluster loses its
member objects this means that the used algorithm does not work properly. Therefore the NCML values
in Table 3 can be used as the indicators of the failure rate (or success rate as ‘1 minus failure rate’).
However NCMLs give roughly an idea about failure/success in comparison of the algorithms they will
not be reliable measures since clusters may lose their members in varying degrees. For instance, while
a cluster may lose only one member another may lose half of its members. Since the NCMLs will be
equal for two cases, their usage may not be acceptable for comparing the failure or success of the
algorithms. A better option in comparison of failure/success performances of the algorithms is to use
the PMOs, percentages of objects moved from their original clusters. If a PMO value is 0 we can infer
that the clustering algorithm finds the cluster perfectly. On the other hand, when it is increased clustering
result cannot be seen well. In this paper we used a failure rate of 5% as an acceptable threshold value in
the comparison of the performances of the algorithms.

As seen from PMOs in Table 3 and the scatter plots in Figure 1, KM10 and FCM had same success
to find rectangular and circular clusters scattering with regular patterns in datasets from DS1 to DS4.
KM1 was also surprisingly successful with its 0% of PMO for the dataset DS3 containing ellipsoidal
clusters. As reported in many studies FCM gives the better results for circular clusters but not well for
ellipsoidal clusters. However its PMO for DS3 was under 5% of acceptable level, it also gave higher
PMO when compared to PMO of KM10 (or KM1) in this study. For the dataset DS4 which consisted of
thin ellipsoidal clusters while KM1 was bad KM10 and FCM were good in favor of KM10 with zero
failure rate. However KM10 and FCM were equally efficient to find clusters in the all datasets having
the clusters scattering with regular patterns, KM10 was superior to FCM when the computing cost was
also concerned as a privilege factor in the choice of an appropriate algorithm.
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i

DS1

DS2

DS3

DS4

Figure 2. KM and FCM clustering for different shaped clusters scattering with regular patterns

As shown inTable 3 andrigure 3, neither KM1 and KM10 nor FCM could find the clusters in all
datasets which are scattering with irregular or-liroeer patterns except DS5 and D$®r DS5 having
not well separated clusters, KM10 and FCM showed similar success with thean@2%65% of PMO
respectivelyTable 3). ThereforeKM with multiple stats or FCM can alternatively be used to handle
good clustering results on the datasets containing circular shaped clusters even tliegarign
scattered. In spite of thraiearly equal performancege recommenthat KM can baused for its lower
computirg time cost as will be seen in Table 2 and higher number of correctly found clustela. S
conclusios werereported by Madhukumai Santhiyakumari (2015). For DS8 which is formed with
two concave clusterand one circular cluster in middle of thetie failure rates were approximately
0.01 by all algorithms compared in this paper.

Since DS6 and DSHavethe more complex structures the failure rates were hidjtaer those of
other datasets. Thus KM and FCM algorithms did not give the results whichoaee5 of acceptable
clustering failure level. Finally, for DS9 and DS10 having only two clusters, none of the algorithms gave
acceptable clustering result. As shown in Table 3 the PMOs algbethmson irregularly scattering
datasets (DS6, DS7, DS9hBS10)were also higher than acceptable failure level. Consequently, we
understood that KM and FCM algorithms are not good clustering options to partition datasstsng
nested clusters scatteringth irregular pattern as seen in Figure 3.
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Figure 3. KM and FCM clustering for different shaped clusters scattering with non-linear patterns

5. Conclusions

KM was always extremely faster than FCM in all datasets containing the clusters scattering in regular
or irregular patterns. FCM is an algorithmbasedon moreiterativefuzzy calculations soits execution
was foundcomparativelyhigheras it is expectedimilar results were reported by Panda et al. (2012)
for Iris, Wine and Lens datasets; by Jipkate & Gohokar (2012) for segmentation of images; by Ghosh
& Dubey (2013) for Iris dataset; by Bora & Gupta (2014) for Iris dataset; by Sivarathri & Govardhan
(2014) for diabetes data; and by Madhukumar & Santhiyakumari (2015) for brain MR images data.

An important factor in choosing an appropriate clustering algorithm is the shape of clusters in
datasets to be analyzélthe clustering failure of FCM and KM10 was found nearly equal for all shapes
of clusters scattering with a regular pattern. However their performances were better for circular and
rectangular clusters when compared to ellipsoidal clusters, KM10 was relatively good. Further
experimental studies should be conducted to clarify this finding by using other forms of distance norms
like Manhattan and by applying the derivative algorithms of KM and FCM. According to a study by
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Borgelt & Kruse (2005) regularized and constrained clustering is so robust that it can even be used
without an initialization by the FCM algorithm with shape constraints. Testing the proposed approaches
on real data with different ellipsoidal shapes of clusters may be helpful for a precise decision between
the algorithms.

Sivarathri & Govardhan (2014) revealed that FCM is better than KM in term of accuracy of clusters
on the diabetes dataset obtained from the UCI repositéoyvever, n our study, either KM nor FCM
were successful to find the concave and other kind of arbitrary shaped clusters when they are not well
separated. In the analysis of this kind of data structures we recommend that shape sensitive clustering
algorithms should be used. For instance, the spectral clustering and hierarchical agglomerative methods
for nested circular cluster structures; Ward, hierarchical agglomerative methods and density based
methods such as Dbscan and Birch for concave clusters may be good options in cluster analysis. On the
basis of experimental results, we recommend the use of KM with multipte btcause of its losv
computational time than that of FCM algorithm for all shapes andsepdratedcatteringclusters As
reported in many studies while FCM will give better results for noisy clustered datasets KM will be
good chdace for large dataxs because oits execution speedhus,the use of KMshouldbe a good
starting point for large agricultural datasets due to itsefestutiortime.

As a final conclusion, there is no any algorithm which is the best for all cases. Thus, the datasets
should be carefully examindor shapes andatterof clustersn orderto decide fora suitablelgorithm.
To achievethis, 2D andor 3D scatter plotef datases provide good ide#o understandhe structure of
clusters indatasets When multi-featured objects are analyzedn iorder to overcoméo plot for
multidimensional spa¢e& dimension reduction technigeach asnultidimensional scalingMDS) or
principal components analysis (PCA) can be appliecetiucedimensios of datasetsMoreover, by
using a suitable sampling method this process can be comjptesbdrterexecution times
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