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PREFACE 

 

Information technology is an everyday means that is found in all walks of life today. This is also true 
for almost all areas of agricultural management. The aim of this Journal is to improve scientific 
knowledge dissemination and innovation process in the agri-food sector. The Journal of Agricultural 
Informatics has been established in 2009 by the HAAI within a project of the Hungarian National 
Development Plan Framework. The peer-reviewed journal is operating with international editorial and 
advisory board supported by the EFITA (European Federation for Information Technology in 
Agriculture Food and the Environment). 

Agricultural informatics serves not only the development of the management systems of the industry 
but also obtaining and publicising information on production, organisation and the market for the 
producer.  

Technologies into network based business systems built on co-operation will ensure up-to-date 
production and supply in food-industry. The sector-level approach and the traceability of processed 
agricultural products both require the application of up-to-date information technology by actors of 
domestic and international markets alike.  

This journal serves the publication as well as familiarization the results and findings of research, 
development and application in the field of agricultural informatics to a wide public. It also wishes to 
provide a forum to the results of the doctoral (Ph.D) theses prepared in the field of agricultural 
informatics. Opportunities for information technology are forever increasing, they are also becoming 
more and more complex and their up-to-date knowledge and utilisation mean a serious competitive 
advantage. 

These are some of the most important reasons for bringing this journal to life. The journal 
“Agricultural Informatics” wishes to enhance knowledge in the field of informatics, to familiarise its 
readers with the advantages of using the Internet and also to set up a forum for the introduction of their 
application and improvement. 

The editorial board of the journal consists of professionals engaged in dealing with informatics in 
higher education, economists and staff from agricultural research institutions, who can only hope that 
there will be a demand for submitting contributions to this journal and at the same time there will also 
be interest shown toward its publications. 

 

 Prof. Dr. Miklós Herdon  

 Chair of the Editorial Board 
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A B S T R A C T 
 

ICT has now apparently penetrated the agricultural production processes and farm 

management tasks. It is necessary to understand the characteristics of these processes in 

order to effectively exploit the potential inherent in infocommunication devices. The aim 

of the research was to explore the personal information space and the fundamental 

relations of information management of farmers from which important conclusions can be 

drawn in regard to the design, introduction and operation of information services provided 

to farmers and reducing the information deficit in the agricultural sector. Analysing the 

database comes from a questionnaire survey conducted in May and June 2015 in Hajdú-

Bihar County among smallholder farmers. The article concludes that farmers have 

different preferences in regard to using information sources, based on which they can be 

divided into distinct categories, while the information space that results from their choices 

of these sources gives a clear picture to ICT adaptation and usage. Three distinct groups 

could be set up, each with their own attributes, information preferences and information 

activities: ‘the information accumulators’, ‘the analytically-minded’ and ‘the isolated 

ones’. 

  

1. Introduction 

The diffusion of information and communication technologies (ICT) are taking place as we speak. 

These days ICT can be seen as a universal technological system which interlocks with all of the other, 

earlier technological systems and which has become embedded in those systems (Sasvári 2008), 

especially as ICT, as “general purpose” technology can be defined as a tool, a control device, 

organizational technology, media, and development process as well as technical practice (Molnár 

2008). 

ICT has now apparently penetrated the agricultural production processes and farm management 

tasks. However, it is necessary to understand the characteristics of these processes in order to 

effectively exploit the potential inherent in infocommunication devices (the application of this 

potential is primarily to increase efficiency). This is especially true in the case of small farms that do 

not and cannot maintain a separate apparatus that would carry out management tasks. It is also 

important to study those small-sized farms whose daily sustenance, or a significant part of it, is 

provided by farming (the number of such farms is in the tens of thousands in Hungary). As Szabó G. 

(2002) puts it, the development of information systems is a good way to reduce transaction costs, ICT 

is therefore crucial for smallholders, especially in terms of ex ante costs. However, since these are 

typically family run farms, their analysis cannot be based merely on economics as the person who runs 

the farm is of at least the same importance. As Szakál (1993) puts it, the family farm is a special form 

of joint venture, a complex entity in which business processes and satisfying the needs of the 

household are continuously interfering.  

So it seems obvious that the use of ICT on small and family farms needs to be analysed from an 

information-focused perspective. As Öhlmer (1991) points out, a tool in itself is not capable of 

performing a miracle and the individual using the tool plays the key role: he claims that no 

fundamental change takes place in information processes by computerisation since that alone only 
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adds a certain level of comfort to these processes. Hill (2009) states that farmers are constantly 

improving their farm businesses in order to remain competitive through fine-tuning existing practices 

and adopting innovations, creating a unique working method where (Hill cites Vergot, Israel & Mayo 

2005 and Solano, Leon, Perez & Herrero 2003) farmers (as individuals) “…have their favoured 

information sources, which they use depending on the specific information being sought”.  

The information-centred approach leads us to the person’s (in our case: the farmer’s) information 

culture which is (as Z. Karvalics (2012) cites Gendina (2009) “one of the components of a person’s 

general culture; sum total of information outlook and a system of knowledge and skills providing 

goals aimed at independent activity in optimal satisfaction of information needs on the basis of both: 

traditional and new information technologies. It is the most important factor of successful professional 

activity as well as social safety in information society.” Z. Karvalics also emphasis the importance of 

“the personal information space”, an umbrella term, which means the continuously developing and 

expanding “cloud” of individually-selected content, personalized information services and advanced 

information management tools. 

The personal information space appears in many earlier research work relating to ICT adoption in 

agriculture. As Harkin (2006) stated, telematics as a medium should be examined in relation to 

competing media and its strengths and advantages over the conventional methods of information 

dissemination exploited. Doye, Jolly, Hornbaker, Cross, King, Lazarus, Yeboah & Rister (2000) 

concluded that farmers differ in the ways they use management information, from being information 

"hogs" requiring great amounts of detailed information, to being "seat of the pants" decision makers 

where experience and intuition are all that is used in decisions. Berman (2006) stated that the 

efficiency of different information transfer methods depend on the ability of the end-user farmer, his 

or her practices in terms of problem identification and analysis, information gathering, critical thinking 

and evaluating outputs. Alvarez and Nuthall (2006) concluded that farmers’ software adoption 

behaviour results from a complex pattern of interrelationships involving structural factors, such as 

farm and farmer characteristics as well as ‘soft’ variables, such as goals and practices, which ‘mediate’ 

the effects of the first ones. 

Parallel with the research on the characteristics of farmers, modelling the agricultural information 

flow has also been at the focus of many related projects and research in the last 20 years or so (e.g. 

Szabó (2000) cites Kozári (1994), Sörensen, Fountas, Nash, Pesonen, Bochtis, Pedersen, Basso & 

Blackmore (2010), Řezník, Lukas, Charvát, Charvát Jr., Horáková & Kepka (2016)). Based on all the 

above information one can conclude that with the examination of the information environment or the 

preferred sources of farm-related information some important insights about the role of ICT in the 

personal information space of farmers can be gained.  

2. Hypothesis, methods and material 

The first objective of the research was to explore the attitude farmers have to generally used ICT 

innovations (computers, internet and smart phones) in Hungary. I start from the premise that 

Hungarian farmers are no different to the general Hungarian population in regard to their acceptance 

and willingness to start using these so-called general purpose technologies that can be utilised in 

several areas of life. The second objective, closely linked to the first one, is the examination of the 

information environment of farmers. The exact role of ICT means can only be fully assessed if we are 

familiar with the information processes in farms and the sources of information available to farmers. 

New technologies and solutions must be integrated into the already existing processes, thus it is crucial 

to know what sources are preferred by a farmer in attaining information concerning farming, and it 

must also be explored if distinct groups with clearly delineable attributes can be identified within the 

farming society based on preferred sources. Important conclusions can be drawn in regard to the 

design, introduction and operation of information services provided to farmers by answering the above 

hypotheses and by examining the spreading of innovation as well as the fundamental relations of 

information management. 

https://doi.org/10.17700/jai.2017.8.1.345
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The main hypothesis of the research was that based on their preferred sources of information 

farmers can be divided into distinct groups, each with specific attributes, and these groups take a 

different approach to the use of information technology.  

I analysed a database based on a questionnaire survey conducted in May and June 2015 in Hajdú-

Bihar County with the cooperation of the county directorate of the Hungarian Chamber of Agriculture 

(NAK). The delivery and filling in of the questionnaires by the farmers was assisted by the experts of 

NAK’s agriculture extension network (‘Falugazdász’ in Hungarian). According to my previous 

knowledge, each extension worker has an approximately similar number of clients, so every officer 

distributed the same number of questionnaires and they were instructed to have the clients arriving at 

their next consultation fill them in (and if there are not enough clients, then have the rest filled in 

during the next consultation session). Hence, the surveyed population was the circle of farmers 

registered in Hajdú-Bihar County, and the method used a quota-based sampling combined with 

accidental factors. 

The questionnaire had 45 questions seeking to cover all the factors considered as relevant by 

literature. The first section contained questions about ICT tools and internet use (also asking about the 

functions used and the frequency of their use in the case of mobile phones). The second section was 

aimed at examining the attributes of internet and computer users (the beginning of the use of the 

technology, accumulated experience, the evaluation of their own IT skills, the extent of support) as 

well as the form and frequency of use, also focusing on various agricultural software programmes and 

agriculture-related applications. In the case of the latter I devoted special attention to communication, 

information and transaction services. In this same section those who do not use the internet were asked 

why they opted for non-use. The third section started with questions about the sources of information 

necessary for farming, followed by questions in regard to the various factors impacting innovation, i.e. 

questions about one’s social network and approach to innovation, the reliability of online content, and 

the perceived usefulness, the ease of usage, observability and compatibility. The last two sections of 

the questionnaire were devoted to the given farmer’s socio-demographic and farming-related attributes 

and asked for the description of the farm he or she owned. 

Out of the 200 questionnaires that were handed over, a total of 148 were suitable to be evaluated. I 

recorded the information included in the questionnaire electronically, and ran a consistency check. I 

then converted the records into the SPSS statistical programme, where I completed the required data 

cleaning tasks along with the filtering out missing/contradictory data, while altering the existing 

variables (necessary for logical and/or distributional reasons) into ones that can be better used in the 

analysis. I used a special case of factor analysis, called main component analysis, to produce factors 

used for the necessary data reduction, dimension reduction. Based on the results I gained during the 

principal component analysis of preferred media, I divided the farmers into groups with the help of 

cluster analysis using hierarchical clustering, which is aimed at gradually decreasing the number of 

groups by merging at every stage of the process those two groups that are in the closest proximity to 

each other and show the greatest similarity. I applied the squared Euclidean distance to determine the 

distance between the objects, and I chose Ward’s method aimed at minimising the total within-cluster 

variance. 

3. Results 

3.1. ICT-ownership and usage among farmers 

Fifty-nine percent of respondents have a desktop in their homes, while for 44 percent of them a 

notebook or a laptop is a more accessible solution, and tablets are used by 10 percent. A total of 80 

percent of those asked have access to some kind of computer in their homes, and the proportion of 

those with internet access is the same. The majority subscribed to wired broadband internet (this 

connection is found in the homes of two-thirds (68%) of those asked). 

Almost all (95%) of the farmers included in the sample have a mobile phone, and the majority use 

smartphones rather than traditional mobiles (49% of all farmers, of which 4% also have a traditional 

mobile). This roughly accords with the nationwide data for the Hungarian population. 64% of mobile-

https://doi.org/10.17700/jai.2017.8.1.345
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owners have a subscription, while one third (31%) use the pre-paid scheme of telephone use, and a 

small group (5%) has both. The data listed here significantly overlap with KSH (Hungarian Central 

Statistical Office) data (households with desktop computers: 53%; households with laptops: 45%; 

households with internet access: 73%; households with mobile phones: 95%), which indicates that the 

same diffusion process is taking place among farmers as in the rest of the Hungarian population in 

regard to general-purpose ICT use. As regards internet use, half of the respondents use the internet on 

a daily basis, one fifth use it several times a week, and some ten percent use it less frequently than 

that.  

In regard to directly applied agricultural solutions it can be stated that the use of various software 

programmes supporting the management of farming is also clearly present in a certain group of 

farmers: half of internet-user farmers use farming log-book software, while a quarter of them keep 

some kind of electronic register. The wide use of the farming log-book (FL) is somewhat 

overshadowed by the fact that keeping a log-book is mandatory to apply for certain forms of financial 

support. However, since these support schemes are not tied to the use of an online FL, it is primarily 

farmers with a basic openness to ICT who tend to choose this software. The support of e-management 

and decision-support systems are not yet widespread. To sum up, some form of agricultural software is 

used by 60% of computer-user farmers, and 46% of the whole sample (out of this 28%, 14% and 4% 

of the respondents use one, two or three applications, respectively). 

3.2. Sources of agricultural information and the personal information space of farmers 

The farmers were asked to evaluate the sources of information they can potentially access, and rate 

their importance in farming management. Figure 1 shows the distribution of answers provided; the 

numbers in brackets after the sources are the average values for the given source. The role of NAK 

extension workers (Falugazdász) (4.55) as sources of information outweighed all other alternatives, 

although it might partly result from the sampling method, since the questionnaires were filled in with 

the help of the extension workers, and even if some of the farmers who went to the rural consultancy 

office for the questionnaire research are not regular visitors to the office, it is likely that it was those 

farmers who ranked the role of extension workers in their personal information network in a 

prominent place who were included in the sample. It could be observed in earlier research (Herdon & 

Csótó 2009, Csótó 2013) too that extension workers are actually well equipped to provide personalised 

information to farmers; moreover they render assistance in transaction services and are able to 

synthesise the benefits of other sources.  
 

 

Figure 1. Assessing the importance of various sources of professional information  

https://doi.org/10.17700/jai.2017.8.1.345
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Television (as mass media, from where general information can be gained about important issues 

first) is still in the top five choices among preferred and important sources of information in addition 

to other personal sources of information. Agricultural periodicals also occupy a prestigious place in 

this regard, while books and other sources providing knowledge transfer in groups are lower in the 

ranking. Websites lagging behind came as a surprise, however, it must be noted that this question was 

also answered by non-internet-users, which negatively impacts the average of this source. After 

filtering out non-internet-user farmers the average for the internet in this question rises to 3.73, i.e. 

almost comes on a par with that of agricultural extension workers and specialist periodicals.  

As could be seen in the introduction, several authors claim that there is a difference between the 

decision-making techniques of farmers, and this is reflected in their media use. In order to confirm 

this, an explorative factor analysis was conducted to decrease the dimensions of the listed sources (the 

Internet and the Falugazdász were excluded) and then divide the farmers into groups based on their 

preferred media, or preferred categories of media. 

Using the Kaiser-Meyer-Olkin (KMO) statistics to discover if data are likely to factor well, the 

result was 0.789 which is a quite good (and well above the minimally required 0.5 or 0.6 value), and 

the three factors together accounted for 63% of the total variance. Table 1 shows the results of the 

rotated component matrix, where loadings of less than 0.4 are not presented in order to make 

interpretation easier. 

Table 1. Rotated Component Matrix 

Information sources 
1st 

component 

2nd 

component 

3rd 

componentt 

Television  ,837  

Radio  ,876  

Agricultural periodicals  ,508 ,460 

Dailies  ,730  

Other farmers ,717   

Family members, friends ,471 ,495  

Books   ,811 

Local clubs, organisations   ,683 

Agricultural extension workers ,447  ,495 

Traders, suppliers ,808   

Conferences, product presentations ,428  ,566 

Wholesale buyers ,865   

Customers ,813   

Extraction Method: Principal Component 

Analysis.  

Rotation Method: Varimax with Kaiser 

Normalization. 

Rotation converged in 4 iterations. 

 

The analysis revealed the existence of three factors representing clearly distinguishable 

communication activities: 

 Component 1: ‘Personal professional sources’, in which the personal, face-to-face dialogue 

plays the central role, primarily conducted with professional players (other farmers, traders, 

suppliers) and to a lesser extent with family members, agricultural consultants and perhaps in 

the framework of professional events. 

 Component 2: ‘General sources’, with the key role played by traditional mass media (TV, 

radio, dailies (and agricultural periodicals to a lesser extent) and everyday communication 

with family and friends relations. 

https://doi.org/10.17700/jai.2017.8.1.345
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 Component 3: ‘Analytical sources’, featuring agricultural mass media (agricultural periodicals 

and books) and group activities (local clubs, conferences, product presentations). 

When the different factor scores are represented according to the age groups of the farmers (Figure 

2), a turning point can be observed at 40-50 years, since while the third factor dominates in younger 

age groups (i.e. a kind of analytical approach, which correlates with the higher level of education in 

the case of younger farmers), it has a negative factor score in older age groups. The middle age groups 

tend to avoid the middle component, i.e. general sources. The role of personal professional relations 

steadily increases up to age 60 (as these relationships become more extensive and trusted with time), 

but for pensioner age farmers the dominance of general sources can be seen.  

 
Figure 2. Distribution of media use factor scores according to age 

A cluster analysis was conducted with the factor scores, and based on the result three groups can be 

created, the first two of which comprise ICT-active, while the third one non-ICT-active famers. 

 Group 1 (‘the information accumulators’, 26% of the respondents): in most of the cases they 

are average ICT technology users; almost half of them have agricultural qualifications. Both 

the general sources and the analytical information factors are significant here, as the members 

of this group gather information from various sources. 

 Group 2 (‘the analytically-minded’, 38% of the respondents): the most active group with a 

marked proportion of the middle-aged (41-50) and a significantly higher number of those 

with agricultural qualifications (¾ of the group has such qualifications). We can see the 

dominance of the analytical information factor in this group, while the use of general sources 

is not at all characteristic. 

 Group 3 (‘the isolated ones’, 36% of the respondents): a significantly smaller part of this 

group went to computer courses; the proportion of the older age groups is some 15-20 percent 

higher. Only a small proportion (10%) in this group have degrees in tertiary education, and 

less than half of them have agricultural qualifications (45%). One fifth do not regularly 

discuss matters relating to their farms with anyone and almost exclusively use general sources 

of information, but not to a great extent. 

It is important to note that there is no significant difference between the groups in regard to 

whether the farmers in it perform their activities full-time, i.e. the fact whether agriculture is a main 

source of income or not does not have an influence on their management methods and information 

https://doi.org/10.17700/jai.2017.8.1.345
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management (Table 2). Group 2 is a kind of ‘farmer elite’. A high number of them have agricultural 

degrees, and, thus, a more analytical way of thinking, and they own larger and more successful farms; 

these factors are clearly interrelated. The ‘isolated ones’ are significantly older (and farming during 

retirement). The ‘information accumulators’ are a somewhat younger group of farmers, who usually 

have smaller farms than the other two groups. 

Table 2. Demographic and farm characteristics in the identified farmer groups 

 

Group 1: 

Information 

accumulators 

Group 2: 

Analytically 

minded 

Group 3: 

Isolated 

ones 

Age    

Below 40 43% 34% 20% 

Between 40-60 39% 53% 49% 

Over 60 18% 13% 31% 

Sex    

Male 61% 72% 71% 

Female 39% 28% 29% 

Education (%)    

Primary 9% 4% 12% 

VET 24% 13% 25% 

Secondary 27% 34% 53% 

Tertiary  40% 49% 10% 

Agriculture qualifications (any 

level) 
   

Yes 55% 74% 45% 

No 45% 26% 55% 

Business orientation    

Subsistence farming  21% 9% 20% 

Selling the majority of products 79% 91% 80% 

Employment status    

Farming is the main activity 43% 53% 43% 

Farming is a part-time activity 39% 34% 26% 

Farming during retirement 18% 13% 31% 

Size of  farm area    

0-5 hectares 46% 13% 35% 

5-20 hectares 30% 38% 33% 

20-100 hectares 15% 32% 22% 

100 hectares or more 9% 17% 10% 

The ’analytically minded’ group is the most efficient in integrating ICT solutions in their 

management practices, as will (Table 3). In regard to internet use, almost all the members (91%) of 

group 2 are internet-users, while this percentage is approximately the same for the other two groups 

(79% for group 1 and 71% for group 3, the latter being almost 10% lower than the average); the 

difference between the groups is significant. Group 3, the one less open to ICT, is significantly lagging 

behind in regard to mobile phone use (the percentage of mobile phone use is 61% and 66% for groups 

1 and 2, respectively, while it is only 37%- for group 3).  

A clearly visible and significant difference can be seen in the area of agricultural software use: 

groups 1 and 2, which resembled each other in many other respects, are clearly dissimilar in this 

regard. While two thirds in group 2 use agricultural software, the proportions are reversed in groups 1 

and 3, which is reflected by the number of accessible computers, where the distribution is similar in 

the latter two groups: while almost all the farmers in group 2 have a computer at home, 30% do not 

have one in both of the other two groups. The differences also can be seen through the intensity and 

frequency of internet use.  
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The majority of agriculture-related internet activities are part of the daily or weekly routine of the 

‘analytically minded’ farmers (averages below the value of 3 (at least monthly) and close to the value 

2 (weekly) indicating this), while the ‘isolated ones’ perform these activities only monthly or less 

often (if at all), while the ‘information accumulators’ are somewhere in the middle of the two other 

groups.  

Table 3. The usage of different ICT tools and services among the identified farmer groups 

 

Group 1: 

Information 

accumulators 

Group 2: 

Analytically 

minded 

Group 3: 

Isolated 

ones 

Internet (%)    

Use 79% 91% 71% 

Do not use 21% 9% 29% 

Smart phone (%)    

Use 61% 66% 37% 

Do not use 39% 34% 63% 

Agriculture software (%)    

Use 33% 66% 37% 

Do not use 67% 34% 63% 

The frequency of different 

internet activities (mean, on a 

scale of 1 (daily) - 5 (never)) 

   

Visiting agricultural forums, 

subscribing to newsletters 
2,65 2,09 3,14 

Looking for agricultural news 2,69 2,04 3,14 

Looking for information on 

agricultural goods and services 
2,62 2,3 3,66 

Looking for information from 

government  
3,04 2,11 3,38 

Looking for information on prices 2,75 2,4 3,48 

Looking for information before 

bigger investments 
3,2 2,83 3,86 

Online banking 3,08 2,65 3,28 

Buying on the internet 3,38 3,6 3,97 

Selling on the internet 3,81 3,83 4,38 

In order to gain a deeper understanding of the groups, some latent variables regarding 

innovativeness and ICT-adoption were also examined. The variables (Table 4) were fine-tuned to this 

study using the earlier works of Aubert et al. (2012) and LaRose et al. (2012). The factor scores of 

each variable between the different groups are shown in Figure 3.  

Table 4. The construction of the latent variables (respondents had to evaluate the statements on a scale of 5 

whether they find them appropriate for themselves (5) or not (1)) 

Latent variables 

Openness to new things (Cronbach’s Alpha: 0,929) 

I have always been curious about how to operate new things and innovations 

I like to experiment with new solutions 

If there is an opportunity, I try to grab it 

I seek the company of those who are always trying out something new 

I regularly look for new products and solutions 

ICT self-efficacy (Cronbach’s Alpha: 0,877) 

Using the internet is not particularly complicated for me 

I have a basic understanding how to cope with the internet 

https://doi.org/10.17700/jai.2017.8.1.345
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Browsing internet content and using applications that are relevant to me is not difficult 

Managing mobile phones is difficult for me (reverse coding) 

It is hard to learn the use of computers and cell phones (reverse coding) 

ICT observability (Cronbach’s Alpha: 0,773) 

Using the internet helps a lot for those living around me 

I heard/read good things about the internet in the newspapers, and on TV 

Many people use the internet in my environment 

I heard nothing but good things about the internet from my family and friends 

Perceived usefulness (Cronbach’s Alpha: 0,871) 

Using the internet can save money 

Farm-related tasks are easier and quicker with the help of the internet. 

Getting information that is necessary for farming (e.g. prices, weather) is easier by using 

the internet  

Using the internet can save time 

ICT compatibility (Cronbach’s Alpha: 0,787) 

The computers can help me to take care of the management of the farm in the way I used to  

Using the internet does not fit with the way I am doing business (reverse coding) 

I think the use of computers in agriculture is straightforward 

To sum up the findings, farmers have different preferences in regard to using sources, based on 

which they can be divided into distinct categories, while the information space that results from their 

choices of these sources gives a clear picture to ICT adaptation and usage. During the main component 

analysis and cluster analysis that were conducted on farmers’ preferences of sources of information 

three distinct groups could be set up, each with their own attributes, information preferences and 

information activities: ‘the information accumulators’, ‘the analytically-minded’ and ‘the isolated 

ones’. Those in the first group are active users of sources of information, characterised by an openness 

to ICT, although they do not integrate ICT into their farm management activities. The second and third 

groups are each other’s opposites. 

 

 
Figure 3. Latent variables within the clusters of farmers 
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 The analytically-minded (group 2) are open to new things and agricultural ICT use is perfectly in 

line with their management style; moreover, they have good computer skills and are well aware of the 

benefits of ICT. Their agricultural qualifications help them to form an analytical way of thinking, thus 

significantly raising the use of agricultural-purpose software. The members of group 3 are typically 

closed to innovations, have little knowledge of ICT, nor do they see its advantages; consequently, ICT 

does not match their management style. This rather large third group mainly bear the traits of those 

members of the late majority or laggards, which can be seen clearly in the low adoption rates of 

smartphones in this group in comparison with the other two groups. The members of group 1 represent 

a kind of transition between the other two as they are aware of the advantages of ICT and the internet, 

they regularly experience the benefits of these technologies in their surroundings but their ICT skills 

(and confidence) are low, which probably prevents them from the agricultural use of ICT. Beyond the 

primary digital divide, a ‘secondary agricultural digital divide’ can be seen among farmers in regard to 

the use of agricultural-purpose ICT innovations. Group 1 holds special interest its members are 

innovative and open people who understand the benefits of ICT and the internet, frequently 

experiencing the beneficial effect of these in their surroundings; at the same time, they have poor ICT 

skills and little self-confidence in regard to ICT, which are likely to stop them from using ICT in 

agricultural activities, even though they have the opportunity to do so (however, since the proportion 

of those with small farms is the highest in this group, an increase in self-confidence would probably 

not automatically result in a sudden rise of software use). Based on the data regarding the various 

farmer groups, the research main hypothesis is proven. 

4. Conclusion 

Several conclusions can be drawn from the findings of this research. They can be successfully 

applied in the following areas: communication strategies with farmers, reducing the information 

deficit in the agricultural sector, designing ICT applications for farmers. It seems unambiguous that a 

significant group, amounting to close to one third of farmers in the study, has no openness to ICT 

innovations, its members not at all adapting these technologies, or even if they do, they do not exploit 

the potential benefits inherent in them – e.g. the numerous group of farmers who only use their mobile 

phones for conversations. A significant proportion of these people are not likely to use the most basic, 

general technologies in the near future. The likelihood of today’s farm management support software 

being used by this group of farmers is negligible, since the intensity of their general-purpose ICT use 

and the self-confidence this would be coupled with do not reach the level which would enable the 

integration of such ICT solutions into daily farming activities. At the same time, information reaches 

the members of this group mainly via the general mass media: those organising agricultural 

applications and ICT solutions as well as the leaders in the agricultural sector must be aware of the 

specific needs and ways of reaching the members of this group. In the case of this group (about one 

third of farmers) intermediaries and agriculture extension workers will continue to play a great role in 

providing the mandatory transaction services and personalised information. 

At the moment about one third of farmers (the most innovative third) fully and strategically exploit 

the benefits of ICT, even if the success of the farming log book software is partly explained by its 

mandatory nature for some EU-subsidies. These farmers practically already base their farm 

management activities on ICT; they actively gather information, use online transaction services and 

are open to using agricultural software. They can be the direct target groups and first users of new 

applications launched in the area, and they can be best reached at agricultural product presentations, 

fairs and via the agricultural press. 

One quarter of farmers practically use ICT to the same extent as the previously mentioned group, 

they are still lagging behind in regard to agricultural ICT use, mainly because of their deficiencies in 

ICT knowledge and self-confidence, as well as the lack of an analytical way of thinking, these factors 

enhancing one another and resulting in a kind of ‘secondary agricultural digital divide’. It is expected 

that with a relatively small investment this quarter of farmers can be turned into more active users if 

they are given sufficient support and the opportunity to try and use newly developed applications 

coupled with continuously available practical assistance. These efforts can be consolidated by 

increasing the self-confidence of these farmers as well as by clearly and transparently communicating 
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to them the advantages inherent in ICT – this is made easier by the fact that these farmers can be 

reached by a larger number of information channels. For those developing services and applications 

must clearly see that these farmers can be at best reached by solutions whose model and even user 

interface are ‘hidden’ behind a simple communication method (e.g. SMS consultation) in which 

knowledge transfer does not require farmers to adopt practices significantly different from the ones 

they are using. 

It is an important conclusion of the research that agricultural qualifications have a significant 

impact on the use of different types of management software, this being a result of analytical thinking. 

The agricultural educational programmes should emphasise the use of online agricultural sources of 

information, applications and software from the start, and their integration into daily management 

tasks; thus, those open to ICT to start with can be orientated towards solutions aimed at enhancing 

efficiency. 
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A B S T R A C T 
 

Discretization is a data pre-processing task for transforming continuous variables into 

discrete ones. In this study, four Chi-square based supervised discretization algorithms 

(ChiMerge, Chi2, Extended Chi2 and Modified Chi2) were compared for discretization 

of the fourteen continuous variables in a chicken egg quality traits dataset. We found that 

all of the algorithms had similar performances in term of training model accuracies 

obtained with C5.0 classification tree algorithm whereas ChiMerge and Chi2 were better 

than the remaining algorithms in term of training error rates. The numbers of intervals 

obtained with Chi2 tended to be large while they were very small in Extended Chi2 and 

Modified Chi2. The numbers of intervals from ChiMerge increased as the significance 

level increases whereas they were the same at all the levels of significance for the 

remaining algorithms. Consequently, it was revealed that ChiMerge at the significance 

levels of 0.05 and 0.10 was more efficient than the others and could be a better choice in 

discretization of the egg quality traits. 

1. Introduction 

Data mining is the collection of numerous methods and techniques to reveal meaningful patterns, 

valid and useful information in massive volumes of data. In many data mining applications such as 

feature selection, classification and association rules extraction, the majority of the algorithms have 

primarily been developed to run on discrete or categorical variables. On the other hand, the data are 

generally continuous and/or mixed type in many fields of study. Therefore, a discretization process is 

needed to turn continuous variables into discrete ones by splitting their range of values into a finite 

number of subranges called intervals, buckets or bins. As example of a continuous variable, the air 

temperature (oC) can be transformed into three intervals as: (1) low (≤ 15), (2) medium (16-29), (3) high 

(≥ 30). As in the temperature variable example, continuous variables are divided into finite numbers of 

intervals that are treated as categories by a discretization algorithm.The number of intervals produced 

in a discretization process is equal to the number of cut-points plus one. The minimum number of 

intervals for a continuous variable is equal to 1 while the maximum number of intervals is equal to the 

number of instances in a dataset. 

In broad sense, a typical discretization consists of two stages. The first stage is a four-step task 

comprising of: (1) sorting values of continuous variables, (2) evaluating a cut-point for splitting or 

merging adjacent intervals, (3) splitting or merging intervals according to some criterion, and (4) 

stopping at some point depending on a termination criterion (Dash et al. 2011; Hemada & Lakshmi 

2013; Kotsiantis & Kanellopoulos 2006; Liu et al. 2002). The second stage of discretization includes 

re-encoding all the values in the intervals. In this stage, each interval is labelled with a discrete value, 

and then the continuous values within an interval are mapped to the discrete value of corresponding 

interval. For discretization of continuous variables many discretization methods (or simply discretizers) 

had been developed. Although they are usually classified as supervised and unsupervised, they can also 

be classified in many different axes such as: (a) static versus dynamic, (b) local versus global, (c) bottom-
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up versus top-down, and (d) direct versus incremental (Kotsiantis & Kanellopoulos 2006; Ramírez-

Gallego et al. 2015).  

The supervised algorithms use priori known class labels information while unsupervised methods do 

not use such kind of information. In the static discretization algorithms, number of intervals is 

determined for each variable independently. Contrarily, the dynamic algorithms determine a possible 

number of intervals for all variables simultaneously. Since the multivariate algorithms capture 

interdependencies in discretization an overall improvement is expected in quality of discretization (Tay 

& Shen 2002). On the other hand, the static algorithms work for one variable at a time and thus they are 

synonymously called as the univariate algorithms. The dynamic algorithms are multivariate algorithms 

because they process multiple variables simultaneously. The local discretization algorithms use the local 

parts of instances space (subsets of instances) while the global algorithms run for the whole instances 

space (Chmelewski & Grzrmala-Busse 1996). The bottom-up algorithms (merging algorithms) are 

initialized with a complete list of all values as cut-points, and merge intervals by selecting the best cut-

points. The top-down algorithms (splitting algorithms) start an empty list of cut-points and one interval 

covering all the values of a variable, and then divide this wide interval into smaller intervals with the 

best cut-points until a determined stopping criterion is reached. The direct algorithms for discretization 

need a user-defined number of intervals (k parameter) in discretization of continuous variables. In 

contrast to this disadvantage of the direct algorithms, the incremental algorithms do not require users to 

enter k. They start with a frontier discretization step and then search the best intervals in recursive 

improvements until a stopping criterion is satisfied.  

Beyond it is necessarily needed by several data mining algorithms; discretization may also reduce 

the system memory requirement and shorten the execution time of the algorithms. Additionally, the 

information explored from discretized variables may be more compact and easily interpretable (Dash et 

al., 2011; García et al. 2013; Gupta et al. 2010; Sang et al. 2013). In spite of its above mentioned 

advantages, discretization generally leads to certain level of information loss. Therefore, minimizing 

such loss is one of the main goals in developing discretization algorithms (García et al. 2013). 

According to the surveys by Dougherty et al. (1995), Liu et al. (2002), Kotsiantis & Kanellopoulos 

(2006), García et al. (2013), and finally the advanced review by Ramírez-Gallego et al. (2015), many 

different discretization algorithms have been proposed in the last two decades. García et al. (2013) 

concluded that the most common techniques had been Equal-width Discretization (EWD) and Equal-

frequency Discretization (EFD), MDLP, ID3, ChiMerge, 1R, D2, and Chi2. Among these, EWD and 

EFD are common unsupervised discretization methods due to their simplicity and availability in many 

data mining applications. However, they are direct algorithms that need an optimal k parameter (the 

number of intervals) for each variable before going to discretization process. Additionally, they have 

some other disadvantages such as having same values in different intervals and sensitivity to outliers. 

As an unsupervised alternative, although the K-means clustering algorithm overcomes the same value 

problem it is still sensitive to outliers. There is no superior algorithm for all of the data types yet the use 

of supervised algorithms may provide some advantages over unsupervised discretization, for istance 

they do not require user-defined parameters.  On the other hand, the supervised algorithms have some 

disadvantages such as increase in time complexity which is a most common metric for measuring cost 

of an algorithm. For example, the time complexity is O(n) for EWD whereas it is O(n log(n)) for ChiM 

based algorithms (Dash et al. 2011). 

In the Chi-square based discretization algorithms, 𝜒2 statistic in Equation 1 is used to test the null 

hypothesis that two adjacent intervals are similar at a given significance level (α). When the adjacent 

intervals are independent they are merged, otherwise they are left separate.   

𝜒2 = ∑ ∑
(𝑂𝑖𝑗−𝐸𝑖𝑗)

2

𝐸𝑖𝑗

𝑘
𝑗=1

𝑚
𝑖=1       (1) 

Where: 

𝑚 : Number of intervals to be compared (usually m=2) 

𝑘  : Number of classes 

𝑂𝑖𝑗: Observed number of instances in ith interval and jth class 

𝐸𝑖𝑗: Expected frequency of instances in ith interval and jth class (= (𝑟𝑖 ∗ 𝑐𝑗) /𝑛) 
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𝑟𝑖 : Number of instances in ith interval (= ∑ 𝑂𝑖𝑗
𝑘
𝑗=1 ) 

𝑐𝑗 : Number of instances in jth class (= ∑ 𝑂𝑖𝑗
𝑚
𝑖=1 ) 

𝑛  : Total number of instances (= ∑ 𝑐𝑗
𝑘
𝑗=1 ) 

In general, the Chi-square based algorithms are modifications or improved versions of ChiMerge 

(ChiM) algorithm. ChiM is a supervised and local merging algorithm applying the χ2 testing in order to 

discretize continuous variables (Kerber, 1992). The algorithm performs discretization in two steps that 

are called the initialization and the bottom-up merging. In the initialization step, each distinct value of 

a continuous variable is assumed as an independent interval, and then 𝜒2 statistic is tested for whether 

the adjacent intervals to be merged or not. When the 𝜒2 statistic for adjacent intervals is greater than the 

predefined threshold level (𝜒𝛼
2), (if 𝜒2 > 𝜒𝛼

2), adjacent intervals are merged because they are assumed 

statistically similar. The 𝜒2 testing can be performed for adjacent interval pairs until a stopping criterion 

is satisfied. 

Chi2 algorithm developed by Liu & Setiono (1995) is an extension of ChiM. This algorithm 

automates discretization by defining an inconsistency rate as stopping criterion and selects the statistical 

significance level automatically. It merges more adjacent intervals until the inconsistency criterion is 

satisfied. Modified Chi2 (mChi2) proposed by Tay & Shen (2002) is an improved modification of ChiM 

and Chi2. The mChi2 is a completely automatic algorithm fixing the over-merging problem because of 

the user-defined inconsistency rate which is leading to inaccuracy in Chi2. This algorithm uses a 

consistency rate from rough set theory to control inconsistency. Extended Chi2 (eChi2) is an extension 

of Chi2 in which inconsistency checking in Chi2 is replaced with a lowest upper bound (Su & Hsu 

2005). In eChi2, two adjacent intervals is merged without considering difference with respect to degree 

of freedom. For this reason, eChi2 can handle uncertainty data, and obtained discretized data may result 

in better predictive accuracies when compared to those obtained from Chi2 and mChi2. 

The StatDisc by Richeldi & Rossotto (1995) is an improvement of ChiM generating a discretization 

interval hierarchy by using the measurement as the interval merging criterion. Risvik (1997) proposed 

the Interval Merger technique which is a generalization of ChiM algorithm that decreases number of 

cut-points by removing each cut-point, and merging intervals until an inequivalent threshold value 

is achieved. The Concurrent Merger technique also uses the 𝜒2 statistic and inequivalence measures 

(Wang & Liu 1998). Khiops algorithm proposed by Boulle (2004) includes two steps which are the 

initialization step and the discretization optimization step. It differs from the previous Chi-square based 

algorithms with its stopping criterion rule and the use of global domain. Khiops does not require any 

pre-determined stopping criterion since it optimizes the 𝜒2 criterion in a global manner on entire 

instances space. Qu et al. (2008) proposed Rectified Chi2 algorithm aiming to fix the issues with mChi2 

and eChi2 algorithms. Recently, Bettinger (2011) developed ChiD algorithm based on ChiM and Chi2.  

In the literature, the researchers compared and proposed some discretization methods but they mostly 

worked with the classical benchmark datasets from the UCI Machine Learning Data Repository. So 

working with the real agricultural datasets is important in order to propose an appropriate method 

suitable for a specific domain in practice. For this reason, a comparative analysis has been given for 

discretization of 14 continuous variables in a chicken egg quality traits dataset in this study. Our aim 

was to generate a discretized dataset in order to use in a further study mining the association rules 

between these traits. Although there are many discretization algorithms, none of them are optimal for 

every situation. Based on the comparison of accuracy of PGN-classifier trained with different 

discretization methods on 8 datasets, Mitov et al. (2009) concluded that ChiM discretization method 

was more efficient for PGN-classifier than other methods. At the same time, as the examples of dynamic 

algorithms Chi-square based algorithms detect interdependencies between variables and discretize all 

variables concurrently. They are also known as the non-parametric algorithms which do not require any 

predefined parameter. On the basis of these advantages, we decided to compare some well-known Chi-

square (𝜒2) based algorithms for discretization of our dataset. In order to find a good algorithm for our 

purpose, we compared not only ChiM but also Chi2, eChi2 and mChi2 at the different levels of 

significance because of their availability in computing environments. In recent years, there are a few 

number of researches dealing with temporal data discretization for transforming the time series 
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into timely intervals (Azulay et al, 2007; Bakar et al. 2010; Acosta-Mesa et al. 2014; Chaudhari et 

al. 2014). In this study, we did not consider the temporal order of variables even they were measured 

weekly since ANOVA analyses showed that the majority of response variables did not differ by the time 

points of measurement (weeks). 

2. Materials and Methods 

In this study, we used an egg quality traits dataset containing various quantitative and qualitative 

variables recorded for totally 4320 eggs from the 3 commercial laying chicken lines (Lines A, D and 

N). The data was collected from a complete randomized plot design experiment conducted at the 

Experimental Farm of Faculty of Agriculture in Adana, Turkey. In the experiment, from each line 10 

randomly sampled chickens were allocated to totally 18 cages in a three tiered (bottom, middle and top) 

and two sided (aisle and window) cages system, and raised for 24 weeks in a climate controlled poultry 

house. At the end of each week the eggs from each cage were collected and labelled for measuring the 

quality traits listed in Table 1.  

In the analyzed dataset, there were 14 continuous variables and 1 class variable (genotype / line) as 

listed in Table 1. The dataset was checked and cleaned for the missing values and outliers before 

discretization. Firstly, all the data rows contain the missing values for at least 50% of variables were 

completely discarded from the dataset. The data size was reduced from 4320 to 4272 after this deletion. 

PMM (Predictive Mean Matching) imputation method was used in order to impute the remaining 

missing values in the analyzed dataset. Vink et al. (2014) stated that “PMM is very flexible as a method, 

because of its hot-deck characteristics, and is free of distributional assumptions. Moreover, PMM tends 

to preserve the distributions in the data, so the imputations remain close to the data”.  With respect to its 

above mentioned advantages, we applied PMM to our dataset by using the related functions of the mice 

package (van Buuren & Groothuis-Oudshoorn 2011) in R environment. Following the imputation of 

missing values, the records having the outliers below Q1-1.5IQR and above Q3-1.5IQR were 

successively discarded for each variable. The number of records was totally 3493 (Line A: 1146, Line 

D: 1187, Line N: 1146) after deletion of the outliers.  

Table 1. Descriptive statistics for the continuous variables in the egg quality traits dataset 

Vars Description Mean SD Min Max CV (%) ADT (p) #Outliers #Intervals 

ewg Egg weight (g) 66.16 4.91 47.68 74.72 8.19 4.28e-10*** 57 30 

ewd Egg width (mm) 43.19 1.22 42.38 46.67 2.83 2.00e-02* 62 33 

eln Egg length (mm) 56.93 2.23 50.43 63.52 3.92 1.04e-14*** 44 32 

eph Egg pH 8.46 0.20 7.89 9.04 2.38 8.28e-06*** 31 31 

sbs 
Shell breaking 

strength 
4.68 1.05 1.70 7.65 22.44 1.20e-11*** 119 31 

sht Shell thickness (µm) 366.40 22.64 303.33 429.43 6.18 1.40e-03** 42 31 

shw Shell weight (g) 6.80 0.64 4.99 8.66 9.48 1.73e-01ns 45 31 

ywg Yolk weight (g) 16.08 1.90 11.03 21.23 11.80 2.80e-06*** 42 31 

yht Yolk height (mm) 18.36 1.07 15.43 21.26 5.84 5.60e-01ns 37 31 

ywd Yolk width (mm) 39.92 2.60 32.55 47.41 6.53 1.04e-06*** 62 31 

yce Yolk color index (E) 81.77 5.36 66.29 97.42 6.55 3.00e-03*** 74 31 

wht White height (mm) 8.64 1.15 5.32 11.78 13.32 1.10e-03** 39 31 

wwd White width (mm) 64.85 5.53 50.04 80.18 8.53 3.70e-24*** 94 31 

wln White length (mm) 85.42 7.03 66.77 104.61 8.23 2.07e-10*** 31 29 

gen Genotype of chicken Class variable has three levels: A, D, N - - 

* p<0.05, **p<0.01, ***p<0.001, ns: not significant 
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According to Kaoungku et al. (2015) non-normal distribution may have strong effect to discretization 

although it needs further theoretical and experimental proofs. In order to evaluate the probable effect of 

the distribution types on discretization performance we tested the normality of variables. Anderson-

Darling Test (Anderson & Darling, 1952) is one of the preferred normality tests since it is more sensitive 

to deviations in the tails of the distribution and applicable for any type of data distribution. We used the 

nortest library (Gross & Ligges 2015) in R environment (R Core Team, 2015) for testing the 

normality of variables in our dataset. As seen from the ADT (p) column in Table 1, the variables shell 

weight (shw) and yolk height (yht) were normal and the remaining variables were non-normal (p<0.05). 

The coefficients of variation (CV% in Table 1) were 22.44%, 13.32% and 11.80% for the variables shell 

breaking strength (sbs), white height (wht) and yolk weight (ywg) respectively, and were under 10% and 

close to each other for the remaining variables.  

In regard of a rough evaluation of the success of Chi-square based algorithms we aimed to compare 

the number of intervals generated by the studied algorithms to those of an unsupervised discretization 

method. For this aim we chose the Equal Width Discretization (EWD) as the representative of the 

unsupervised methods because of its simplicity and popularity in many studies.  For EWD, however 

several rules such as Sturges’, Scott’s and Freedman-Diaconis do exist to obtain the interval width of 

variables (ℎ(𝑥𝑖)) Freedman-Diaconis rule (Freedman & Diaconis 1981) is one of the more informative 

rules due to inclusion of interquartile range statistic in calculation of interval widths as shown in 

Equation 2. Thus we generated the reference number of intervals by using EWD with the Freedman-

Diaconis rule (EWI-FDR) in our study. 

ℎ(𝑥𝑖) = 2
𝐼𝑄𝑅(𝑥𝑖)

√𝑛
3   ; 𝑘(𝑥𝑖) =

max(𝑥𝑖) −min(𝑥𝑖)

ℎ(𝑥𝑖)
               (2) 

Where: 

k: Number of intervals 

h: Interval width 

IQR: Interquartile range (Q3-Q1) 

n: Number of instances 

In this study, the original dataset was discretized by using the functions chiM, 

chi2,extendChi2 and modChi2 of the discretization library (Kim 2012) in the R statistical 

computing environment. Since the 𝜒2 test determines similarity of adjacent intervals based on the value 

of a statistical significance level (α), the levels of this parameter will affect number of intervals 

calculated. The 𝜒2 test is more conservative at the smaller significance levels, and thus less number of 

intervals is generated with the smaller significance levels. In general, researchers have used either the 

significance level of 0.01 or 0.05. For Chi2 algorithm, Kerber (1992) originally proposed to choose any 

of the significance levels of 0.01, 0.05 or 0.10. Yang et al (2011) used the significance levels of 0.01 

and 0.05 for different types of datasets in their experiments. Although there is no a definite rule to choose 

an appropriate significance level (Liu & Setiono 1995), the use of smaller significance levels can be 

preferred in order to avoid excessive number of intervals. Hence, in addition to the commonly used 

significance levels we also included the significance level of 0.001 in order to see how this conservative 

level will affect the obtained number of intervals in our experiment.  

In order to evaluate the discretization performances of the algorithms, we compared the number of 

intervals and the execution time required to discrete all of the variables in the analyzed dataset. In 

addition to these, the classification training error rates and test accuracies calculated with the C5.0 

Decision Tree Algorithm were also used for comparing the performances of the algorithms. For 

calculating these values in the R environment we ran the C5.0 function of C50 library (Kuhn et al. 

2015) on each discretized dataset. We defined the classification tree model by using all of the variables 

in Table 1 as the predictors (X) and the genotype of chickens (gen) as the class variable (Y), and ran the 

model for 10 iterations with boosting option. We randomly sampled 80% of the data points (n=2750) as 

the training dataset (trainY and trainX) and the remaining 20% (n=743) as the test dataset (testY 

and testX). The applied model was C5.0 (trainY ~., data = trainX, trials = 10). All 

analysis were done on a PC with i7 processor, 16GB RAM and 1 TB HDD running under an x64 

operating system. 
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3. Results and Discussion 

As seen in Table 2, the numbers of intervals varied between 2-254 for ChiM, 17-126 for Chi2, 2-5 

for eChi2 and 1-4 for mChi2. The numbers of intervals obtained from Chi2 were relatively larger while 

they were very small in eChi2 and mChi2. The numbers of intervals obtained with eChi2 and mChi2 

were close to each other and smaller than those of EWI-FDR. Although the numbers of intervals from 

ChiM increased as the significance level increases, they remained the same at all levels of significance 

for the algorithms Chi2, eChi2 and mChi2. According to these findings, e-Chi2 and mChi2 could be 

considered not good because they produced few number of intervals which may not be sufficient to keep 

the information in continuous values of the variables. Moreover, mChi2 produced only 1 interval for the 

variables yce and wwd, and it can be considered as inefficient discretization because of production of 

the low number of intervals for almost all of the variables in the analyzed dataset.  

For the normal distributed variables in the analyzed dataset such as shw and yht, ChiM at the 0.01 

and 0.05 significance levels and Chi2 at all significance levels generated closer results to those of EWI-

FDR. But similar trends were also observed for some of the non-normal variables such as shw and sbs. 

This comparison showed that the algorithms remained insensitive to distribution types for these 

variables. Similar evaluation was also valid for the variables with higher variation such as sbs and wht 

versus the variables with lower variation in the analyzed dataset. In this regard, we need the forthcoming 

studies to discover the effects of different distribution types and variability levels on discretization since 

variations of the variables in the analyzed dataset may be not enough for revealing probable effects of 

different levels of the variations.  

Table 2. Number of the intervals by the studied algorithms at different levels of significance 
  Significance levels (α)   Significance levels (α) 

Vars Algorithms 0.001 0.01 0.05 0.10 Vars Algorithms 0.001 0.01 0.05 0.10 

ewg 

ChiM 4 17 96 235 

ywg 

ChiM 5 22 64 126 

Chi2 96 96 96 96 Chi2 64 64 64 64 

eChi2 4 4 4 4 eChi2 5 5 4 5 

mChi2 4 4 4 4 mChi2 3 3 2 3 

ewd 

ChiM 3 6 42 92 

yht 

ChiM 2 9 44 80 

Chi2 42 42 42 42 Chi2 44 44 44 44 

eChi2 3 3 3 3 eChi2 2 2 2 2 

mChi2 3 3 3 3 mChi2 2 2 2 2 

eln 

ChiM 7 17 65 136 

ywd 

ChiM 4 19 61 138 

Chi2 65 65 65 65 Chi2 61 61 61 61 

eChi2 7 7 5 7 eChi2 4 4 2 4 

mChi2 3 3 3 3 mChi2 2 2 2 2 

eph 

ChiM 3 6 17 21 

yce 

ChiM 5 16 114 208 

Chi2 17 17 17 17 Chi2 114 114 114 114 

eChi2 3 3 3 3 eChi2 5 5 5 5 

mChi2 3 3 3 3 mChi2 1 1 1 1 

sbs 

ChiM 3 10 35 73 

wht 

ChiM 4 9 45 90 

Chi2 35 35 35 35 Chi2 45 45 45 45 

eChi2 3 3 3 3 eChi2 4 4 4 4 

mChi2 3 3 3 3 mChi2 3 3 3 3 

sht 

ChiM 5 11 30 54 

wwd 

ChiM 2 16 112 217 

Chi2 30 30 30 30 Chi2 112 112 112 112 

eChi2 5 5 4 5 eChi2 2 2 2 2 

mChi2 4 4 4 4 mChi2 1 1 1 1 

shw 

ChiM 5 11 23 48 

wln 

ChiM 2 16 126 254 

Chi2 23 23 23 23 Chi2 126 126 126 126 

eChi2 5 5 5 5 eChi2 2 2 2 2 

mChi2 4 4 4 4 mChi2 2 2 2 2 

https://doi.org/10.17700/jai.2017.8.1.339


Journal of Agricultural Informatics (ISSN 2061-862X) 2017 Vol. 8, No. 1:13-22 

 

doi: 10.17700/jai.2017.8.1.339  19 
Zeynel Cebeci, Figen Yildiz: Comparison of Chi-square based algorithms for discretization of continuous chicken egg quality 
traits 

For each variable, the number of intervals from ChiM at the significance level of 0.05 was equal to 

those obtained from Chi2 at the significance level of 0.001 and the higher levels. This finding showed 

that ChiM at the significance level of 0.05 produced the same results with Chi2 at all significance levels. 

It was also interesting that, for all the variables, the numbers of intervals from ChiM at the significance 

level of 0.001 were equal to those obtained from eChi2 at all significance levels. Similarly the numbers 

of intervals from ChiM at the significance level of 0.05 were equal to those obtained from eChi2 at all 

significance levels. These findings showed that ChiM at significance levels of 0.001 and 0.05 produced 

the same results with eChi2 and Chi2 respectively. This is an important advantage in favor of ChiM 

when the cost of execution time is taken into account. 

In discretized data, the intervals should keep the present information in the continuous values and 

not produce patterns so different from those in original dataset. Hence, the number of intervals from a 

discretization algorithm should not be too small or too large. As seen in Table 1, the number of intervals 

by the variables varied between 29 and 31 with EWD-FDR. Assuming these interval numbers are 

informative enough and regarding them as reference, ChiM at the significance levels of 0.01 and 0.05 

produced the closest results to those from EWD-FDR for the majority of variables.  

As seen in Table 3, the error rate of training model which was computed from the continuous values 

was 5.0%. When this error rate was used as the reference, the results showed that ChiM at the 

significance level of 0.001, eChi2 and mChi2 at all significance levels did not perform well enough 

because their training errors were 5-6 times bigger than those computed for continuous values. On the 

other hand, as seen in Figure 1, the training errors from ChiM at the significance levels of 0.05 and 0.10 

were less than those computed for the continuous values in original dataset. Chi2 produced the similar 

results at all significance levels because it used same discretized datasets in all of them. 

Table 3. The training error rates and the test accuracies of the training model by the 

algorithms 
Dataset Training Error (%) Test Accuracy (%) 

Original (Continuous)  5.0 53.2 

 ChiM-0.001 24.3 51.8 

 ChiM-0.01  5.6 49.2 

 ChiM-0.05  2.7 51.6 

 ChiM-0.10  2.4 55.0 

 Chi2-0.001  2.7 51.6 

 Chi2-0.01  2.7 51.6 

 Chi2-0.05  2.7 51.6 

 Chi2-0.10  2.7 51.6 

 eChi2-0.001 24.3 51.8 

 eChi2-0.01 24.3 51.8 

 eChi2-0.05 24.2 50.9 

 eChi2-0.10 24.3 51.8 

 mChi2-0.001 32.3 52.5 

 mChi2-0.01 32.3 52.5 

 mChi2-0.05 33.0 52.5 

 mChi2-0.10 32.3 52.5 
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Figure 1. The training error rates and the test accuracies of the training model by the algorithms 

 

The test accuracy of the training model was 53.2% for the continuous values in original dataset. The 

training model resulted with a medium level of accuracy for all of the discretized datasets. As seen from 

Figure 1 and Table 3, the test accuracies computed on discretized datasets were nearly equal to each 

other and varied between 49.2% and 55.0%. The highest accuracy was obtained as 55.0% for ChiM at 

the significance level of 0.10. The smallest accuracy was 49.2% and again obtained from ChiM at the 

significance level of 0.01.  

As seen from Table 4, eChi2 and mChi2 required more execution time because these algorithms are 
based on ChiM and Chi2. The longest execution time of 9.99 minutes was obtained for eChi2 at the 

significance level of 0.001. This algorithm also required longer execution time at the other significance 

levels. Excluding ChiM, the discretization time at the significance level of 0.001 was relatively longer 

when compared to the other levels of significance.  

Table 4. Execution time (min) by the algorithms and the significance levels 
 Significance levels (α) 

Algorithms 0.001 0.01  0.05 0.10 

ChiM 8.56 8.80 8.52 8.44 

Chi2 8.96 8.58 8.70 8.62 

mChi2 9.34 9.02 9.32 9.33 

eChi2 9.99 9.07 9.46 9.34 

4. Conclusions 

In comparison to the other algorithms, Chi2 generated larger numbers of intervals. Contrarily, eChi2 

and mChi2 resulted with very small number of intervals. ChiM at the significance level of 0.01 produced 

more compatible results compared to those of EWD-FDR which was used as the reference unsupervised 

method. 

Regarding the test accuracy of the training model there were no remarkable differences between the 

studied algorithms. On the other hand the training error rates were low for ChiM and Chi2 compared to 

those of eChi2 and mChi2. For the analyzed dataset, this result indicated that ChiM and Chi2 algorithms 

were better than eChi2 and mChi2. The number of intervals from ChiM at the significance level of 0.05 

were equal to those obtained with Chi2 at the significance level of 0.001 for all of the variables. In 

addition to its acceptable performance in generation of the intervals, ChiM worked faster than Chi2, 

eChi2 and mChi2. As a consequence of these findings we recommend to work with ChiM at the 

significance levels of 0.05 or 0.10 for discretization of the chicken egg quality traits when the genotype 

is used as the class variable.  
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In this study, even though we compared four Chi-square based algorithms for nonparametric 

discretization of the continuous egg quality traits, the research still needs to consider with other families 

of the supervised discretization algorithms as well as the unsupervised methods. In future studies, for 

comparing the success of the algorithms we also plan to study on the other aspects of discretization such 

as to use the robustness or the accuracy criterion based on statistical tests. 
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A B S T R A C T 
 

One of the problems frequently arising in connection with the study of time series is the 

thorough examination of relationships and correlations between the examined time series. 

In the case of time series with periodicity, study of the effects of periods with different 

time shifting, delayed, and varying length of windows can be also examined by using the 

early developed systematic CReMIT (Cyclic Reverse Moving Intervals Techniques) 

method. In this paper we present a special extension to this method that allows to alloy the 

CReMIT, the moving intervals and evolutionary techniques. It makes it possible to 

examine the temporal changes of the effects and relationships using evolutionary and 

moving interval techniques on special secondary time series derived by CReMIT. The 

function and applicability of the extended method are introduced on forestry, tree growth 

and meteorological data because of the weight of climate change. The climate change 

studies provide further motivation to examine the relationships between forestry 

parameters (tree growth) and environmental factors. 

  

1. Introduction 

Searching for relationships between time series is a major area of statistics and data mining. A huge 

number of techniques are available and among them correlation and regression analysis (Miles & 

Shevlin 2001; Myers 1990) are the most frequently used for defining connections between one or 

more independent and dependent variables. Beside the applied analysis methods, the completeness of 

the examinations can be significantly affected by the sphere of the involved dependent and 

independent variables. For example, the methods of cluster-analysis (Han & Kamber 2006), or 

PCA/ICA (Abdi & Williams 2010) can be adapted for the dimension reduction of datasets. In several 

steps of an analysis method, only a special portion of the full time series is used instead of the full 

range of the available time series. If we have a proper length time series, the temporal changes of the 

relationships can be examined by using the forward and backward evolution and moving interval 

techniques (Biondi & Waikul 2004). The essence of the moving interval technique is that the length of 

the examined interval is always fixed and the starting point is moved forward by one period in each 

iteration step. In the case of the evolutionary technique the starting point is fixed, and the interval 

length is increased by one period in each iteration step (Fritts 1970; Mudelsee 2010). These window-

based techniques can be used not only during the breakdown of the whole examined data line into 

intervals, but also in a more specific manner in the case of periodic time series. Founded on the 

mentioned windows-based methods above, a special systematic window concept called CReMIT 

(Cyclic Reverse Moving Intervals Techniques) method combines the solution of moving intervals and 

evolutionary techniques, was created (Pödör, Edelényi & Jereb 2014a), This basic CReMIT makes it 

possible to systematically widen the sphere of the used dependent or independent variables with the 

derived transformed time series. It is important that the CReMIT method is independent of the applied 

analysis technique. However, the CReMIT uses the full, available time series to systematically 

generate the derived time series. The extension of the basic CReMIT method with the evolutionary 

and moving interval techniques insures the further extension of variables and the depth of the analysis. 

The extended CReMIT gives opportunities for the examination of the temporal changes of derived 

time series (based on the basic CReMIT) and relationships. The practical applicability of the extended 
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CReMIT method is widely confirmed by the studies of correlations between yearly tree growth and 

monthly climate data. CReMIT was used on meteorological data, as independent variables to extend 

the analysis possibilities. The main aim of this paper is the description of the extended CReMIT 

method, but not the deduction of forestry results. 

2. Short description of CReMIT 

Let be ts  a given time series ts  and P  be its natural period. The elements of this time series are 

stored in a vector. Let the first element of ts , ts1  be the chronologically latest element, and natural 

numbers will be assigned to the data accordingly, the length of the vector is m . 

(1) 
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Let SP   PSP 1  the SP
th  element of the vector ts denotes the starting point of the currently 

applied investigation. Special windows are applied on the vector ts , the actual time shifting )(i  and 

width  j  values of a window are defined on the basis of this index. The minimal value of time 

shifting can be 0  0i , and the window width can be 1  0j . Based on the period P  of the basic 

time series, the above defined window will be periodically repeated with the maximum cycle number 

)(MCN . As shown in Equation (2), the value of MCN  depends on the defined parameters  jiSP ,, : 

(2) 
 

1






 


P

jiSPn
MCN ts  

, where   is the entire function. 

The starting and end point indexes of the windows created with the actual SP  i  and j  values can be 

defined as  PljiSPPliSP  ; , where 10  MCNl . Using these parameters two 

temporal vectors are defined for the storage of the index values representing the limits of the windows 

as denoted in Equation (3) and Equation (4).  
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By using the above defined index vectors a pre-defined transformation function TR  (for example 

mean, maximum, minimum, sum) can be applied on the elements of the individual windows. 
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Based on the above described starting point SP   PSP 1 , the maximum time shifting value I  

 Ii 0  and the maximum window width J   Jj 0 , pre-defined on the basis of the task all the 

potential tstr
jiSP

_
,,

 transformed vectors can be generated on a systematic way. The values of I  and 

J  depend on the actual investigation and they are defined by the user. 

2.1. Applicability of CReMIT 

The CReMIT method was applied as part of an analytical process in order to ensure its application 

in practice. The process consists of three main parts: (a) data preparation, (b) execution of the 

CReMIT method, and (c) analytical modules. After data preparation is completed, the data enter the 

second transformation module that executes the CReMIT method. The third, the analytical module of 

the shell, receives the derived time series and executes the pre-defined analytical process. The derived 

time series generated by the CReMIT module can be used in any analytical process which ensures a 

high level of flexibility. 

The practical applicability of the CReMIT method and the analytical process developed to expand 

the study of periodical time series are widely confirmed by the studies of correlations between tree 

growth, climate (Edelényi, Pödör, Jereb & Manninger 2011; Manninger, Edelényi, Pödör & Jereb 

2011), and butterfly trapping data (Csóka, Pödör, Hirka, Führer & Szőcs 2012; Csóka, Pödör, Hirka, 

Führer, Móricz, Rasztovics & Szőcs 2013; Pödör, Csóka & Kiss 2013), the health of trees and climatic 

features (Pödör, Kolozs, Solti & Jereb 2014b). 

The output size of the CReMIT method depends on the parametrization, and it is usually big. 

Therefore, the evaluation of the received results is really important for an expert from a special area of 

the studies. 

3. The extension opportunities of CReMIT 

The CReMIT method is independent of the applied analysis methods following the systematic 

extension of the basic time series, such as correlation and regression analysis (Myers 1990). However, 

the basic CReMIT method uses the full available, or the user selected ts  time series to generate the 

tstr jiSP_ ,,
 transformed vectors. By using this approach, the relationships relative to the full ts can be 

examined. Nevertheless, sometimes we want to examine the temporal changes of the relationships, not 

only the static results for the full ts . It is especially important in the case of the environmental and 

forestry datasets - which defined the development of the basic CReMIT method – in view of the 

climate change. 

3.1. The theoretical background 

The extension of the basic CReMIT method with evolutionary (Figure 2) and moving interval 

(Figure 1) techniques makes it to possible to examine the temporal changes of the relationships based 

on ts . The evolution technique means, in fact, that the width of the applied window increases by one 

in each iteration without changing its starting point. In the case of moving intervals, the length of the 

examined interval is fixed in a suitable way and the starting point is moved forward by one cycle in 

every iteration step. 
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Figure 1. Moving interval technique for times series 

 

Figure 2. Evolutionary technique for time series 

Let tstr jiSP_ ,,
,  PSP 1 , I   Ii 0 , J   Jj 0 , be the transformed vector corresponding 

to the basic CReMIT method with the parameters jiSP ,, . The tstr jiSP_ ,,
 vectors are created on the 

whole length of the examined time series. Therefore, it is not suitable for the examination of the 

temporal changes of the relationships. 

Let us suppose that the original ts  time series contain m  pieces of periods with length P  (for 

example m  is the number of years, and 12P  by using monthly data in time series). The basic 

CReMIT method is complemented with the evolutionary and moving interval techniques. We are able 

to examine the temporal changes of relationships on given time shifting and window width. To do this 

we have to define a start and an end point. These points determine the initial interval of booth 

methods. 

Let us denote the beginning period by BP , and the ending period by MCNEP  , where 

1 BPEP  is the initial interval length. The vector, representing the initial interval, comes into 

existence as shown in (6): 
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(6) 
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Then, according to the selected procedure (moving interval, or evolutionary techniques), the 

additional intervals are generated. Let us denote by k  the step kth of the given method. In the case of 

evolutionary technique, the length of the examined interval increases by one period step by step, 

without changing its starting point: 

(7) 

    
    

    
























1;1

1;1

;

)(_ ,,

kEPindexkEPindexTR

BPindexBPindexTR

BPindexBPindexTR

ktstr

endbegin

endbegin

endbegin

jiSP


 

By using the moving interval technique the length of the intervals are fixed, and the starting point is 

moved forward by one period step by step: 

(8) 
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The above described methods and the software frame were implemented in the open source R (R 

2.15.2. version, R Development Core Team, 2008) environment and the mean, amount, minimum and 

maximum were the implemented elementary TR  functions. The default analysing procedure was the 

linear correlation analysis with Student’s t-test to evaluate the significance of the correlation 

coefficients. 

3.2 Application of the extended method – an example 

We represent the above described extension opportunities of the CReMIT method on a forestry 

dataset. Let the dependent parameter be the yearly tree growth data, and let the independent 

parameters be the monthly precipitation sum values. We would like to examine the relationships 

between the climatic factors (precipitation, temperature) and tree growth variables, but it is insufficient 

to compare only the simple monthly climatic and yearly tree growth time series.  

The basic CReMIT method makes it possible to create and add several derived climatic variables - 

with different width and time shifting values for the examinations of the relationships. It has a really 

important part in the concern of the examined data sets; after all, the forestry parameter is affected by a 

period that is more than any given month. Moreover it is worthy to involve the climatic features of the 

past year in addition the actual year into the examinations. 

At the same time, the basic CReMIT method uses the entire available time series in the process of 

the window creating. Therefore, it is unsuitable for the examination of the effect of a time interval – 

defined by a CReMIT created window – that is constant or that changes in time. It is an especially 

important task because of the effects of supposed climate change. Altogether it is uncertain that the 

same climatic variables of different time periods (for example: 1960-2010, 1960-1990, or 1990-2010) 

have the same effect on the same independent parameters. By using the extended CReMIT method we 

demonstrate the effect of changing climatic variables on the tree growth data. 

In our example we examine yearly tree growth data (based on tree rings measurement) from 1962 

to 2008, and monthly precipitation sum (from 1961 to 2008). The extended CReMIT method was used 

on the meteorological features (precipitation and temperature) as independent variables. The 

initialization values of the basic CReMIT method was defined by forestry professional: 
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4SP , September is the last examined month (in actual year), 

12I , the maximal time shifting value, 

5J , the maximal window width value. 

In practice it means that all possible time windows were created from September of the actual year 

to April of the previous year with a maximum 6 month width for the monthly precipitation data. 

Altogether 93 different time periods (windows) were created. We used the undermentioned notations: 

prec_x shows that the examined parameter is the precipitation and x the number of month. The a_, and 

p_ prefixes show that the data come from the previous, or from the actual year. For example 

p_prec_10 - a_prec_3 means that the period from the previous year October to the actual year March; 

it is a window of 6 month width. Using the precipitation sum values of all created periods, it is 

possible to examine the effect of these periods on tree growth data.  

But if we are curious about the temporal changes of the effects, then we should use the extended 

CReMIT method. Let the minimal interval length be 20 years, that is 1962BP  and 1981EP . By 

using this parametrization 28-28 intervals were generated by both the moving interval and the 

evolutionary techniques. Moving intervals: 1962-1981; 1963-1982; 1964-1983;…;1988-2007 and 

1989-2008. Evolutionary technique intervals: 1962-1981; 1962-1982; 1962-1983;…; 1962-2007 and 

1962-2008. 

We analysed the relationships between the independent variables (93 time periods derived by 

extended CReMIT method, and 28-28 intervals) and the yearly tree growth data using simple linear 

correlation analysis. The significance of correlation coefficients were evaluated by Student’s t-test at 

the level of significance α=0.05 with the number of degrees of freedom n-2. In Table 1 and Table 2 

only the statistically significant correlation values were shown. 

Table 1. The result of moving intervals and CReMIT method (details) 

  BP 1962 1963 1964 … 1983 … 1988 1989 

  EP 1981 1982 1983 … 2002 … 2007 2008 

from to   

p_prec_4 p_prec_4 0.53 0.56 0.68           

p_prec_4 p_prec_5   0.44 0.55           

… …                 

p_prec_10 p_prec_12 -0.39               

p_prec_10 a_prec_1 -0.44               

… …                 

a_prec_5 a_prec_9                 

a_prec_6 a_prec_6                 

a_prec_6 a_prec_7 0.4               

a_prec_6 a_prec_8         -0.38   -0.38   

a_prec_6 a_prec_9         -0.43       

a_prec_7 a_prec_7                 

a_prec_7 a_prec_8         -0.38   -0.51 -0.44 

a_prec_7 a_prec_9         -0.41       

a_prec_8 a_prec_8             -0.51 -0.55 

a_prec_8 a_prec_9                 

a_prec_9 a_prec_9                 
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Table 2. The result of evolutionary intervals and CReMIT method (details) 

  BP 1962 1962 1962 … 1962 … 1962 1962 

  EP 1981 1982 1983 … 2002 … 2007 2008 

from to                 

p_prec_4 p_prec_4 0.53 0.51 0.5   0.25   0.22 0.23 

p_prec_4 p_prec_5                 

… …                 

p_prec_10 p_prec_12 -0.39 -0.39 -0.39   -0.25       

p_prec_10 a_prec_1 -0.44 -0.44 -0.44           

… …                 

a_prec_5 a_prec_9                 

a_prec_6 a_prec_6         0.23   0.23   

a_prec_6 a_prec_7 0.4       0.24   0.26   

a_prec_6 a_prec_8                 

a_prec_6 a_prec_9                 

a_prec_7 a_prec_7                 

a_prec_7 a_prec_8                 

a_prec_7 a_prec_9                 

a_prec_8 a_prec_8                 

a_prec_8 a_prec_9         -0.21   -0.24 -0.24 

a_prec_9 a_prec_9         -0.26       

The results in Table 1 and Table 2 showed that the relationships changed in time. There are time 

periods which have significant r values in the first 20 years periods while there are not in the middle, 

or the last periods, or vice versa. These result can be important in the course of the examination of the 

climate change effects. 

Table 1 shows the results of 20 year long moving intervals (the starting points, BP are different) 

and Table 2 shows the results of different length time series (from 20 to 47 years), where the starting 

points (BP) are the same. The moving interval technique may represent the changing of the 

relationships better, because the starting points (BP) of the examined time intervals are moving in 

time. We can compare the relationships of the first 20 years (1962-1981) and the relationships of the 

last 20 years (1989-2008). It is important to detect the effect of climate change in nature. 

In this chapter our aim was to introduce the applicability of the extended CReMIT method without 

declaring forestry results. Due to the size of the result tables, we only emphasize the parts which can 

show the change of relationships in time.  

4. Conclusions 

The study of time series and the analysis of their interrelations are highly important and are major 

areas of statistics and data mining and, therefore, the results presented herein may be related to these 

professional fields. The basic aims in analysing relationships are to define the strength of the 

relationships between variables and to define functions to describe these interrelations. 

The efficiency of search for connections between time series can be affected by the applied 

analysis methods, the sphere of derived time series and the use of variables. A special time series 

transformation method based on CReMIT which can support the analysis of complex and deep 

relationships between the examined time series, is presented. The CReMIT method permits the 

systematic expansion of the parameters based on the applied window technique. It makes it possible to 

create different time periods beside the raw data (for example monthly data). These derived time series 

can be used in the relationships examinations.  

The basic CReMIT method uses the full range of the examined time series, so it is not suited to the 

examination of the temporal changes of the relationships. A special expansion of CReMIT is given in 

this study which uses the evolutionary and the moving interval techniques to extend the sphere of 
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derived time series and the examination opportunities. This expansion gives us a real opportunity for 

the examination of the temporal changes of the relationships between the time series. 

We illustrate the applicability and the function of this methodology through an example of forestry. 

The dependent variable is the yearly growth data of a tree from 1962 to 2008, and the basic 

independent variables are the monthly precipitation sums from 1961 to 2008. We can examine the 

effect of precipitation sums of different time periods from the previous year April to September of the 

actual year using the minimal interval length of 20 years. Due to the supposed climate change, it is an 

important area where we can efficiently use the presented methodology. 

However, the applicability of the method is not limited to the forestry problems that had originally 

motivated its development the procedures developed can also be applied in any other field where the 

analysis of relationships between periodic time series is of fundamental importance.  
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A B S T R A C T 
 

The purpose of the paper is the development and evaluation of a computer driven system 

for the assessment of the mechanical milking machines. The tests were performed with 

the WestfaliaSurge Classic Pro liner and the WestfaliaSurge Classic liner, at pulsation 

rates of 50, 55 and 60 cycles/min and pulsation ratios of 60/40 and 50/50, at a vacuum 

level of 40 kPa (61.3 kPa absolute pressure). The recorded data was used to evaluate the 

durations of the pulsation phases, the teat-liner contact pressure, the pressure difference at 

which the liners starts to close and the time the liner is open and respectively closed. The 

experimental results confirmed the functionality of the system; differences were recorded 

between the theoretical (set) pulsation rates and the real ones (which are lower); for most 

of the regimes (10 of the 12 tested), the relative differences did not exceed 5%. As far as 

the pulsation ratio was concerned, the relative differences between the values prescribed 

by the computer software and the recorded ones were lower than 3% for 10 of the 12 

variants. The results concerning the other pulsation characteristics were in accordance 

with the results reported by other authors, with the lowest contact pressures being 

recorded for the ClassicPro liner.  

  

1. Introduction 

The principle of mechanic milking is based on the pressure difference between the udder and the 

vacuum applied to the teat. In order to limit the development of congestion and edema and provide 

relief to the teat from the milking vacuum, the pulsation principle is used (Mein, Williams, Thiel, 

1987); the ISO 3918: 2007 standard defines pulsation as the cyclic opening and closing of the teatcup 

liner. Collapse of the teatcup liner beneath the teat is achieved when air at atmospheric pressure is 

admitted into the pulsation chamber of the teatcup; the liner opens, allowing the extraction of milk, 

when vacuum is applied to the pulsation chamber. Figure 1 presents the typical pulsation cycle and 

phases, defined according to the ISO 5707: 2007: a is the increasing vacuum phase, b is the maximum 

vacuum phase, c is the decreasing vacuum phase and d is the minimum vacuum phase. The pulsation 

ratio is defined as the ratio between the duration of the a + b phases and the duration of the entire 

cycle. 

According to Bade, Reinemann, Zucali, Ruegg & Thompson (2009), the pulsation rate and ratio, 

the vacuum level and the compressive load applied to the teat when the liner collapses are the factors 

affecting the peak milk flow rate: the flow rate increases when the vacuum applied to the teat end and 

the duration of the b phase increases; in the meantime, the liner compression should increase in order 
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to relieve tissue congestion due to the higher milking vacuum. Adley & Butler (1994) stated that 

inadequate liner collapse could lead to high infection levels. Mein & Reinemann (2009) also 

concluded that the liner compression should increase when the milking vacuum is increased, but also 

mentioned that an increased liner compression has a negative effect over the teat-end condition, 

leading to the development of teat-end hyperkeratosis; they also showed that an increased duration of 

the b phase led to a higher peak milk flow rate. 

 

Figure 1. The pulsation cycle4  

In a paper presented at the NMC 47th Annual Meeting by Kochman, Laney & Spencer the 

importance of the c phase was emphasized; the authors stated that, for a shorter c phase, the increased 

closing speed of the liner could cause physical discomfort to the cow, with negative results over the 

milking performance. 

Billon & Gaudin (2001) showed that the milking time and milk flow rates were affected by the 

duration of the a and c phases; shorter phases led to longer milking times and lower flow rates. 

All these facts emphasize the importance of developing measuring systems in order to evaluate the 

vacuum level, the phases of the pulsation cycle and the liner-teat contact pressure. The ISO 6690:2006 

standard imposes a minimum sample rate of 100 Hz for the test of pulsators. 

Reinemann, Rasmussen & Mein (2001) used Px139 low cost, amplified output, absolute pressure 

transducers in order to measure the vacuum levels in milking machines. These sensors used the 

bending membrane principle for measuring pressure; a thin conductive layer was applied over the 

membrane and the resistance of the conductive layer changed when the membrane was bended. The 

response time of the sensors was less than one ms. In order to evaluate the pulsation characteristics, 

the pressure sensor was connected to the short pulse tube. The vacuum level was measured at the teat 

end and claw. The authors concluded that, because the claw is easy to access, for routine field 

investigations the milking vacuum should be measured here; for measuring the vacuum in the short 

milk tube, the vacuum sensor should be located very near to the measuring point. Sensors based on the 

same principle (MICRO SWITCH 141PC15GL, 1 ms response time) were used by Spencer & Jones 

(2000) for measuring vacuum in the milking system. 

The measurement of the liner-teat contact pressure rises at least two problems: what type of teat 

(artificial or live excised teat) and what type of pressure transducer should be used. Davis, Reinemann 

& Mein (2001) used an excised teat tip and a load cell in order to measure the compressive load over a 

sensor with different coverings; Reinemann, Mein & Muthukumarappan (1994) used an extruded clay 

ribbon, a flat tube and an excised teat and also an artificial teat equipped with a pressure sensor in 

order to measure the compressive load applied by the collapsed liner; Adley & Butler (1994) also 

developed and artificial teat, equipped with a load cell, loaded by a free piston and covered with a thin 

latex tube; van der Toll,  Schrader & Aernouts (2010) showed that artificial teat was subjected to 

higher compression loads compared with an actual teat, because of the rigidity of the former. From 

this point of view, excised live teats are expected to provide more realistic results when compared to 
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the artificial ones, because it is rather difficult to extrapolate the results from an artificial teat to a real 

one; on the other hand, even when an excised teat is used, due to the large variety of existing animals, 

it is also difficult to extrapolate the results obtained in this manner; moreover, in the every day life, the 

use of an excised teat can not be regarded as a common practice for field testing of the milking 

machines. 

It is obvious that both these methods cannot be applied to live animals; in this case only the use of a 

specially prepared liner, containing a pressure sensor can be taken into account; Gates and Scott 

(1986) measured the compressive load with the help of a pressure transducer mounted inside the wall 

of the liner.  

Referring to the pressure transducer, many researches consider that the maximum contact pressure 

is applied to the apex of the teat, but it is difficult to mount a pressure sensor in this area, so that the 

general practice is to place the sensor on the lateral surface of the teat.  Mainly two types of devices 

were considered for measuring the liner-teat contact pressure: load cells and transducers based on a 

flexible pressure-sensitive layer. For the first type of sensor, the load cell is placed inside an artificial 

teat (covered with latex – Adley & Butler, 1994 - or even with an excised artificial teat – Davis, 

Reinemann & Mein, 2001) and the pressure from the liner-teat interface is applied to the load cell by 

the means of a circular piston (Adley & Butler, 1994) or of different sensor coverings (Davis, 

Reinemann & Mein, 2001). The friction forces between the piston and its bore affect the compressive 

load transmitted to the load cell; the relatively significant cost of the load cell is also a disadvantage. 

For the second type of sensors, while some authors (Reinemann, Mein & Muthukumarappan, 1994) 

concluded that the use of a flexible pressure-sensitive layer is not an accurate measuring method, 

others, like van der Toll, Schrader & Aernouts (2010), used it in order to measure the pressure at the 

teat-liner interface and concluded that the horizontal shear forces did not degrade the sensor’s pressure 

readings. This method has some advantages: the sensor is easily applied on the surface of the artificial 

teat and does not disturb the pressure distribution because it is thin; the sensors are relatively cheap; 

the signal conditioning circuit is a very simple one. 

Demba, Elsholz, Ammon & Rose-Meierhöfer (2016) used pressure-indicating films in order to 

measure the contact pressure distribution. Under pressure red patches appear on the film and the 

density of the color indicates the pressure level. The films were applied on both rigid and flexibile 

artificial teats. A dedicated software was then used in order to analyze the pressure distribution. The 

authors reported significantly higher contact pressures (70 to 640 kPa) than those found in other 

investigations. 

It is obvious that some of the above-mentioned methods (live excised teat, liner with pressure 

transducer, pressure-indicating films) are difficult to apply outside an adequate research laboratory. 

Taking into account this matter, the general objective of the study is to present and evaluate a 

relatively cheap computer driven test system, which can be used outside a specialized test laboratory 

in order to measure the working parameters of the mechanical milking system. The system may also 

be used in field conditions in order to study the effect of the pulsation characteristics (rate and ratio) 

over the cows’ health and milk yield.  

2. DEVELOPMENT OF THE TEST SYSTEM 

The developed system consists of two parts: 

- a computer controlled impulses generator, completed with an electromagnetic pulsator, which can 

be used to test the teatcup liner in different working conditions (pulsation rates and ratios); 

- a pressure recording system, used for monitoring the claw vacuum, the short pulse tube vacuum 

and the liner-teat contact pressure. An artificial teat, according to the specifications of the ISO 6690 

standard, equipped with a force transducer, was used for recording the contact pressure between the 

collapsed teatcup liner and the artificial teat. 

2.1. The computer controlled impulses generator 

The computer controlled impulses generator is driving the electromagnetic pulsator by the means 
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of the computer software and electronic hardware; a slider valve type electromagnetic pulsator was 

used in this study. 

The electronic hardware consists of a control board with 14 ports, produced by PC Control Ltd.5, 

connected to the USB port of the computer; only the first two ports were used for the command of the 

electromagnetic pulsator. 

The computer software is written in Visual Basic 6 and allows the adjustment of the pulsation rate 

and ratio; the flowchart of the program is presented in Figure 2. The program uses a dynamic link 

library (mb.dll), which encapsulates the functions needed for the communication with the control 

board across the USB interface.   

 

Figure 2. Flowchart of the computer program 

                                                           
5 http://www.pc-control.co.uk/minibee_info.htm 
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As shown in Figure 2, the program uses the system clock in order to calculate the milk extraction 

time and the duration of the rest phase, starting from the set pulsation rate and ratio. The graphical user 

interface (GUI, Figure 3) of the program is used to set the cycle rate f [cycles/min] and the pulsation 

ratio, P [%]. The pulsation ratio may be adjusted between 10 and 90% and the pulsation rate may be 

adjusted in the range 10 – 120 cycles/min. 

 

Figure 3. The GUI of the computer program 

It should be mentioned that the pulsation ratio defined here is the ratio between the time while the 

coil of the pulsator is energized and the pulsation cycle duration, T; as it will be shown later, 

differences were recorded between this value (also called pulsator ratio) and the one defined according 

to the ISO 5707:2007 standard, which takes into account the intermittent vacuum signal recorded into 

the pulsation chamber or short pulse tube. 

2.2. The pressure recording system 

The computer controlled pressure recording system consists of: 

- absolute pressure transducers type SPD015AAsil (SMARTEC6), with analogical output and the 

absolute pressure range between 15 and 102 kPa, which are used for sensing the claw vacuum inside 

and the intermittent vacuum into the short pulse tube of the teatcup. The sensors are based on the same 

principle as the ones used by Reinemann, Rasmussen & Mein (2001) and have the same response time 

– 1 ms. 

- a data acquision board type USB6009 (National Instruments), with a sample rate of 48 ksamples/s 

and 4 differential analog input channels. 

- an artificial teat, manufactured according to the specifications of the ISO 6690 standard (Figure 

4), equipped with an A201 FlexiForce (Tekscan) type force transducer, with a diameter of the sensing 

area of 9.53 mm.  

- a virtual instrument, designed with the LabView 7.1 software package, allowing both the 

visualization and the recording of the pressure signals. 

Because force sensing is based on the modification of the electrical resistance of the transducer, a 

signal conditioning circuit was used in order to convert the variation of the electrical resistance into a 

                                                           
6 http://www.smartec-sensors.com/assets/files/pdf/Datasheets_pressure_sensors/SPD015AAsilN.pdf 
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voltage signal. Bending of the force sensor over the round surface of the teat did not affect the 

readings (0 volts at output of the conditioning circuit when there was no force applied). 

The block diagram of the virtual instrument created with LabView is presented in Figure 5; it uses 

a DAQmx virtual channel in order to read two physical channels (ai:0 and ai:1) of the USB 6009 

device. The virtual channel measures voltages between zero and five volts; the differential terminal 

configuration (code 10106) is used for each physical channel. The sample clock allows the adjustment 

of the sampling rate, in samples per channel per second; during the tests, the sampling rate was set at 

100 samples/s. A waveform chart was used to display the pressure signals on the computer screen; in 

the meantime, the signals were saved in a computer file. 

 

Figure 4. View of the artificial teat: 
1-force sensor; 2-artificial teat; 3-absolute pressure sensor 

 

 

Figure 5. Block diagram of the virtual instrument 

3. Assessment of the test system 

 In order to evaluate the system two types of teatcups were tested: 

 WestfaliaSurge Classic Pro silicone liner, part. no 7029-2725-010, for cow teats with the 

diameter between 21 and 28 mm, a mouthpiece diameter of 23 mm and the wall thickness of 

2.5 mm; when mounted into the shell, the teatcup liner is elongated by 6.8%. 

 WestfaliaSurge Classic rubber liner, part no. 7021-2725-350, for cow teats with the diameter 

between 20 and 27 mm, a mouthpiece diameter of 23 mm and the wall thickness of 2 mm; 

when mounted into the shell, the teatcup liner is elongated by 5.4%. 

https://doi.org/10.17700/jai.2017.8.1.321
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A low milk line type milking machine was used, the vacuum level in the main airline was set at of 

40 kPa (61.32 kPa absolute pressure); the permanent vacuum level measured under the teat (inside the 

liner) was 38 kPa (63.32 kPa absolute pressure). 

The artificial teat was mounted into the teatcup taking into account the shape of the collapsed liner, 

so that maximum contact pressure was applied upon the area where the force sensor was placed. 

Two pulsation ratios (60/40 and 50/50) and three pulsation rates (50, 55 and 60 cycles/min) were 

used during the tests. 

As shown by van der Toll, Schrader & Aernouts (2010) and in order to allow the liners to slide 

more readily around the teat, a lubricant was sprayed onto the surface of the artificial teat. 

In order to obtain a high degree of repeatability for the same liner, the artificial teat was left 

undisturbed between the experiments (Adley & Butler, 1994). 

Before performing any measurement, the liners were pulsated for at least 50 minutes; there were no 

significant variations of the environmental temperature during the experiments. 

For each test, the following parameters were evaluated: 

- the pulsation ratio and rate; 

- the duration of the cycle phases; 

- the time the teatcup liner is completely open; 

- the time the liner is closed; 

- the maximum contact pressure between the liner and the artificial teat; 

- the critical collapsing pressure difference. 

The phases of the pulsation cycle were defined according to the requirements of the ISO 5707:2007 

standard, using the pressure signal from the short pulse tube. The permanent vacuum was measured 

inside the liner, by the means of a channel drilled along the axis of the artificial teatcup 

The pulsation cycle ratio and rate were calculated with the relations: 

 %
T

tt
P ba 100


 , (1) 

 min/cycles
T

f
60

 , (2) 

where T = ta + tb + tc + td is the cycle period [s], and ta, tb, tc and td are the durations of the respective 

phases [s]. The relative differences between the set values of the pulsation rate and ratio and the 

measured ones were then calculated. 

The force sensor mounted on the artificial teat  was also used in order to evaluate the time the 

teatcup was completely open, o (Figure 6), considering the time when no force was applied to the teat. 

The time the liner was closed was considered as the sum of the durations for the c and d phases. 

The maximum contact pressure between the teatcup liner and the artificial teat was measured 

during the d phase of the pulsation cycle. 

The critical collapsing pressure difference p was defined as the point at which the liner began to 

buckle because of the pressure difference across the walls, applying pressure over the teat (during the c 

phase of the pulsation cycle) and was evaluated with reference to the liner absolute pressure, as shown 

in Figure 6. 

The critical collapsing pressure difference was measured for each type of liner and operating 

condition, after the liners were pulsated for about 50 minutes. 

For each working condition (pulsation rate, pulsation ratio and type of teatcup) at least three tests 

were performed and then the average values were calculated. 

For the same pulsation ratio an analysis of variance (ANOVA) was applied with respect to each of 
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the measured parameters in order to find out if the results were significantly different from a liner to 

another (p<0.05). The conclusion was that, except for the durations of the a and c phases, all the tested 

variants were significantly different. 

 

Figure 6. Intermittent vacuum and contact pressure chart 

3.1. Pulsation rate and ratio 

The results concerning the pulsation rate and ratio are presented in Table 1; the values were 

obtained using the averaged values for the durations of the pulsation phases, with the formulae (1) and 

(2). According to the recorded data, differences were recorded between the theoretical (set) pulsation 

rates and the achieved (real) ones (which were lower), but, for most of the operating conditions 

(eleven of the twelve tested), the relative differences did not exceed 5% (for the rubber liner, at 50 

cycles/min and 60/40 pulsation ratio, the recorded pulsation rate was with 5.96% lower than the set 

rate). As far as the pulsation ratio was concerned, the relative differences between the values 

prescribed by the computer software (pulsator ratios) and the recorded ones (pulsation ratios) were 

lower than 3% for ten of the twelve variants.  

Table 1. Results concerning the pulsation ratio and rate (average values) 

Set pulsation ratio [%] 60 50 

Set pulsation rate [cycles/min] 50 55 60 50 55 60 

WestfaliaSurge Classic Pro silicone liner 

Measured ratio [%] 60.6 60.1 59.0 50.0 50.2 50.2 

Measured rate [cycles/min] 47.7 53.6 57.2 48.6 52.8 58.3 

WestfaliaSurge Classic rubber liner 

Measured ratio [%] 56.1 59.0 58.7 48.2 48.8 49.4 

Measured rate [cycles/min] 47.02 53.1 57.7 48.0 52.3 58.4 
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3.2. Duration of the cycle phases 

The results referring to the duration of the cycle phases are summarized in Table 2. The pulsation 

rate and ratio had little effect over the duration of the a phase (an average duration of 0.348±0.005 s), 

but higher pulsation ratios led to longer b phases and shorter d phases. Increasing the pulsation rate led 

to shorter b and d phases. Some differences between the two types of teatcup liners were recorded for 

the b and d phases: the Classic Pro liner led to longer b phases and shorter d phases compared to the 

Classic liner (Figures 7 and 8). 

Table 2. Results concerning the duration of the pulsation phases 

Pulsation ratio [%] 60 50 

Pulsation rate [cycles/min] 50 55 60 50 55 60 

WestfaliaSurge Classic Pro silicone liner 

Phase a [s] 0.353 0.340 0.333 0.337 0.347 0.330 

Phase b [s] 0.410 0.333 0.287 0.280 0.223 0.187 

Phase c [s] 0.123 0.107 0.120 0.117 0.113 0.113 

Phase d [s] 0.373 0.340 0.31 0.5 0.453 0.400 

WestfaliaSurge Classic rubber liner 

Phase a [s] 0.353 0.350 0.340 0.350 0.343 0.340 

Phase b [s] 0.363 0.307 0.270 0.253 0.217 0.167 

Phase c [s] 0.137 0.100 0.113 0.110 0.127 0.117 

Phase d [s] 0.423 0.353 0.317 0.537 0.460 0.403 
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Figure 7. Duration of the b phase Figure 8. Duration of the d phase 

 The duration of the c phase was practically unaffected by the pulsation rate and ratio or by the 

type of teatcup liner; the average duration of the c phase was 0.1164±0.0029 s. This result is in 
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accordance with the results obtained in an experiment conducted by Bade, Reinemann, Zucali, Ruegg 

& Thompson (2009), in which 77 Holstein cows were investigated; the conclusion was that the 

duration of the c phase was not affected when some of the working parameters were modified. 

3.3. The maximum liner-teat contact pressure 

 The results concerning the maximum liner-teat contact pressure are displayed in Figure 9 

(standard error bars are also shown). The Classic Pro teatcup liner achieved much lower contact 

pressures compared to the Classic liner. According to van der Toll, Schrader & Aernouts (2010), the 

lower liner tension of the Classic Pro liner (5.4 % stretch, compared to the 6.8 % stretch of the Classic 

liner) was one of the causes that led to lower maximum contact pressures; Davis, Reinemann & Mein 

(2001) also noticed that the compressive load over the teat increased with liner tension. The thicker 

wall and the softer material of the silicone liner were the other factors leading to the reduction of the 

compressive load over the teat (Muthukumarappan & Reinemann, 1993). 
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Figure 9. Maximum teat-liner contact pressure 

For the both types of teatcup liners, higher contact pressures were recorded for the 60% pulsation 

ratio than for the 50% pulsation ratio and the maximum contact pressure decreased when the pulsation 

rate was increased; this tendency was more clear for the Classic rubber liner, lower contact pressures 

being recorded at higher pulsation rates. In the case of the Classic Pro silicone liner, the pulsation rate 

had a less important effect over the maximum contact pressure. 

3.4. The critical collapsing pressure difference 

It was found that the collapsing pressure difference was not significantly affected by the pulsation 

rate and ratio, but was influenced by the type of liner; the average values were 10.06±0.12 kPa for the 

Classic rubber liner and 14.21±0.47 kPa for the Classic Pro silicone liner. It should be mentioned that, 

in a “static” test (no pulsation, vacuum applied inside the liner), the pressure difference needed to 

close the liners was 12.7 kPa for the rubber one and 18.6 kPa for the silicone liner. This result is 

probably due to the different elastic properties and the thicker wall of the silicone liner, because, 

should only the mounting tension be considered, the lower mounting tension of silicone liner (5.4 % 

elongation, compared to 6.8 % for the Classic liner) would normally result in lower pressure 

differences (Mein, Williams & Thiel, 1987). 

The higher critical collapsing pressure difference (of the Classic Pro liner) implies a higher touch 

point TP - the pressure difference required to collapse the liner to the point where the opposing walls 

touch each other (Mein& Reineman, 2009) - and a higher touch point leads to a lower compressive 

load over the teat (Spencer, Shin, Rogers & Cooper, 2007), which is in agreement with the results 

regarding the maximum teat-liner contact pressure (Figure 9). 
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It should be noted that the recorded values of the critical collapsing pressure difference were within 

the range of values reported by other authors - 11.9 kPa pressure difference according to Spencer & 

Jones (2000). 

3.5. The time the teatcup liner is completely open and respectively closed 

 As mentioned before, the time while the teatcup liner is completely open was considered to be 

the time during which no force was applied to the teat; the results concerning this item are summarized 

in Table 3, together with the durations of the b phase of the pulsation cycle. 

Table 3. Results concerning the time the teatcup liner is completely open 

Pulsation ratio [%] 60 50 

Pulsation rate [cycles/min] 50 55 60 50 55 60 

WestfaliaSurge Classic Pro silicone liner 

Phase b [s] 0.410 0.333 0.287 0.280 0.223 0.187 

Time the liner is open [s] 0.520 0.417 0.390 0.363 0.320 0.273 

WestfaliaSurge Classic rubber liner 

Phase b [s] 0.363 0.307 0.270 0.253 0.217 0.167 

Time the liner is open [s] 0.477 0.370 0.363 0.377 0.330 0.263 

As expected, increased pulsation rates and decreased pulsation ratios led to shorter periods of time 

during which the liner was completely open. 

For both liners the time the liner was completely open was longer than the duration of the b phase 

of the pulsation cycle, for all the operating conditions; this means that the liner was already opened 

before the end of the a phase and remained opened at the beginning of the c phase. 

At 60% pulsation ratio, the silicone liner was completely open for a longer time than the rubber 

one; at 50% pulsation ratio, the rubber liner was opened for a longer period. This results are correlated 

with the ones regarding the duration of the b phase (Figure 7): at 60/40 pulsation ratio, the b phase for 

the silicone liner was significantly longer than for the rubber liner, and, as a consequence, the Classic 

Pro liner was completely open for a longer time; at the 50/50 pulsation ratio, lower differences were 

recorded between the two liners in the terms of the duration of the b phase. 

Figure 10 presents the duration of the c+d phases, for the both liners. The duration of the c+d 

phases decreased when the pulsation ratio and rate were increased, as expected. 
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Figure 10. Duration of the c+d phases 

For all the tested variants, the Classic liner was closed for a longer period than the Classic Pro liner, 

which is in accordance with the results recorded for the duration of the d phase (Figure 8); taking into 

account the findings of Adley & Butler (1994), this behavior might have also contributed to the higher 

liner-teat contact pressures (see Figure 9).  

4. Conclusions 

A computer controlled system for the evaluation of the mechanical milking machines; the system 

contains a computer driven pulses generator and a computer controlled pressure recording system. The 

system is a relatively low cost one and can be used for real life testing of milking machines. 

Two types of teatcups were tested in order to evaluate the performances of the system, at different 

pulsation rates and ratios. The experimental results showed that for a prescribed pulsation ratio, the 

achieved pulsation ratio could be considered constant, as only minor variations were recorded. The 

recorded pulsation rate was also constant, although the achieved values were lower than the set ones. 

These results confirm the functionality of the computer driven pulses generator. 

The results concerning the maximum liner-teat contact pressure showed that lower contact 

pressures were achieved by the silicone liner compared to the rubber one, due to the different 

properties of the material; the results concerning the critical collapsing pressure difference and the 

time the teatcup liner is completely open and respectively closed were consistent with the findings of 

other researchers, thus confirming the functionality of the pressure recording system. 

References 

Adley, NJD, & Butler, C 1994 ’Evaluation of the use of an artificial teat to measure the forces applied by a 

milking machine teatcup liner. Journal of Dairy Research, vol. 61, no 4, pp. 467-472.  

doi: 10.1017/S0022029900028399 

ASAE  EP445.1 1996, Test equipment and its application for measuring milking machine operating 

characteristics. American Society of Agricultural Engineers, St. Joseph, MI, USA  

Bade, RD, Reinemann, DJ, Zucali, M, Ruegg, PL, & Thompson, PD 2009 ’Interactions of vacuum, b-phase 

duration and liner compression on milk flow rates in dairy cows. Journal of Dairy Science, vol. 92, no. 3, pp. 

913-921. doi: 10.3168/jds.2008-1180 

Billon, P, & Gaudin, V 2001 ’Influence of the duration of the a and c phases of pulsation on the milking 

characteristics and on udder health of dairy cows. ICAR Technical Series, no. 7, pp. 105-111. 

Davis, MA, Reinemann, DJ, & Mein, GA 2001 ’Development and testing of a device to measure the 

compressive teat load applied to a bovine teat by the closed teatcup liner. ASAE Paper Number 013007, 

presented at the 2001 ASAE Annual International Meeting, Sacramento, California. Available from: 

www.uwex.edu/uwmril/pdf/MilkMachine/Liners/07 NMC CL Variation[1].pdf [20 February 2015].  

https://doi.org/10.17700/jai.2017.8.1.321
https://dx.doi.org/10.1017/S0022029900028399
http://dx.doi.org/10.3168/jds.2008-1180
http://www.uwex.edu/uwmril/pdf/MilkMachine/Liners/07


Journal of Agricultural Informatics (ISSN 2061-862X) 2017 Vol. 8, No. 1:32-44 

 

doi: 10.17700/jai.2017.8.1.321  44 
Roşca Radu, Ţenu Ioan, Cârlescu Petru: Assessment of the milking machine parameters using a computer driven test system 

doi: 10.13031/2013.7407. 

Demba, S, Elsholz, S, Ammon C, & Rose-Meierhöfer, S 2016 ’The usability of a pressure-indicating film to 

measure the teat load caused by a collapsing liner. Sensors, vol. 16, no. 10, 1597. doi:10.3390/s16101597 

Gates, RS, & Scott, NR 1986 ’Measurements of effective teat load during machine milking. Transactions of the 

ASAE, vol. 29, no. 4, pp. 1124-1130. 

ISO 3918:2007, Milking machine installations – Vocabulary, International Organization for Standardization, 

Geneva, Switzerland. 

ISO 5707:2007, Milking machine installations - Construction and performance, International Organization for 

Standardization, Geneva, Switzerland. 

ISO 6690:2006, Milking machine installations – Mechanical tests, International Organization for 

Standardization, Geneva, Switzerland. 

Kochman AK, Laney C, & Spencer SB 2008 ’Effect of the duration of the c phase of pulsation on milking 

performance. Presented at the 47th National Mastitis Council Conference. Available from: 

http://www.laurenagrisystems.com/PDF/Research/EffectsOfDurationOfCPhaseOfPulsation.pdf [10 September 

2014]. 

Mein, GA, Williams, DM, & Thiel, CC 1987 ’Compressive load applied by the teatcup liner to the bovine teat. 

Journal of Dairy Research, vol. 54, no. 3, pp. 327-337. doi: 10.1017/S0022029900025504 

Mein GA, & Reineman, DJ 2009’ Biomechanics of Milking: Teat-Liner Interactions. ASABE Paper Number 

09743, presented at the 2009 ASABE Annual International Meeting, St. Joseph, Michigan. Available from: 

www.uwex.edu/uwmril/pdf/MilkMachine/Liners/09 ASABE Mein-Reinemann teat Liner.pdf [10 September 

2014]. doi: 10.13031/2013.27436 

Muthukumarappan, K, & Reinemann, DJ 1993 ’Compressive load applied by the teatcup liner to the bovine teat. 

ASAE Paper no. 933538 presented at the 1993 International Winter Meeting of ASAE, Chicago, Illinois, ASAE, 

2950 Niles Rd., St. Joseph, Michigan.  

Reinemann, DJ, Mein, GA, & Muthukumarappan, K 1994 ’Forces applied to the bovine teat by the teatcup liner 

during machine milking. Report n. 94-D-052, presented at the XII CIGR World Congress and AGENG’94 

Conference on agricultural engineering, Milano, Italy. Available from: 

www.uwex.edu/uwmril/pdf/milkmachne/liners/94cigr_teat_load.pdf [10 September 2014]. 

Reinemann, DJ, Rasmussen, MD, & Mein, GA 2001 ’Instrument requirements and methods for measuring 

vacuum in milking machines. Transactions of ASAE, vol. 44, no. 4, pp. 975-981. 

Spencer, SB, & Jones, RL 2000 ’Liner wall movement and vacuum measured by data aquision. Journal of Dairy 

Science, vol. 83, no. 5, pp. 1110-1114. doi: 10.3168/jds.S0022-0302(00)74976-9 

Spencer, SB, Shin, J-W, Rogers, GW, & Cooper, JB 2007 ’Effect of vacuum and ratio on the performance of a 

monobloc silicone milking liner. Journal of Dairy Science, vol. 90, no. 4, pp. 1725-1728. doi: 10.3168/jds.2006-

493 

van der Toll, PPJ, Schrader, W, & Aernouts, B 2010 ’Pressure distribution at the teat-liner and teat-calf 

interfaces. Journal of Dairy Science, vol. 93, no. 1, pp. 45-52. doi: 10.3168/jds.2008-1864 

https://doi.org/10.17700/jai.2017.8.1.321
http://dx.doi.org/10.13031/2013.7407
http://dx.doi.org/10.3390/s16101597
http://www.laurenagrisystems.com/PDF/Research/EffectsOfDurationOfCPhaseOfPulsation.pdf
http://dx.doi.org/10.1017/S0022029900025504
http://www.uwex.edu/uwmril/pdf/MilkMachine/Liners/07
https://dx.doi.org/10.13031/2013.27436
http://www.uwex.edu/uwmril/pdf/MilkMachine/Liners/07
http://dx.doi.org/10.3168/jds.S0022-0302%2800%2974976-9
http://dx.doi.org/10.3168/jds.2006-493
http://dx.doi.org/10.3168/jds.2006-493
http://dx.doi.org/10.3168/jds.2008-1864


Journal of Agricultural Informatics (ISSN 2061-862X) 2017 Vol. 8, No. 1:45-55 

 

doi: 10.17700/jai.2017.8.1.287  45 
Suresh K Mudda1, Chitti B Giddi, Murthy PVGK: A study on the digitization of supply chains in agriculture - an Indian 
experience 

Hungarian Association of Agricultural Informatics 

European Federation for Information Technology in 

Agriculture, Food and the Environment 

Journal of Agricultural Informatics. Vol. 8, No. 1 

journal.magisz.org  

A study on the digitization of supply chains in agriculture - an Indian experience  

Suresh K Mudda1, Chitti B Giddi2, Murthy PVGK3 

I N F O 
Received 20 Apr. 2016 

Accepted 20 Aug. 2016 

Available on-line 15 Mar. 2017 

Responsible Editor: M. Herdon 

 

Keywords: 

India, Supply chain, 

Digitization, ICT 

A B S T R A C T 
 

In the present day context of globalisation, changing information needs of the farmers, 

increasing pressure of population on the food security system, encouraging the developing 

economy like India to look for various alternatives in supply chain management and its 

digitization for its efficient and sustainable agricultural development. India is likely to be 

considered as the food basket to the world constituting 52% of total land under cultivation 

as compared to global average of 11%. It is also producing 134.5 MT of fruits and 

vegetables but due to inadequate cold storage and preservation facilities and improper 

supply chain infrastructure; there is enormous loss of wastages. Supply chains are 

principally concerned with the flow of products and information between supply chain 

member organizations procurement of materials, transformation of materials into finished 

products, and distribution of those products to end customers. Today’s information-

driven, integrated supply chains are enabling organizations to reduce inventory and costs, 

add product value, extend resources, accelerate time to market, and retain customers. 

Information Technology has started its dent in certain rural livelihoods especially the 

farmers in developing countries like India. IT can also do wonders in empowering small 

and marginal farmers who are operating in a complex, diverse and risk prone 

environment, who have poor access to information, especially regarding the production 

systems, customers and markets. In India, the limiting factors for farmers wanting to 

maximize their farm incomes are poor market linkages, poor access to quality farm-

inputs, services and technology, lack of information about Government resources, 

institutions and extension services. ICT systems have pivotal role to play in market led 

extension activities. ICT s can connect the producers with buyers to initiate and sustain 

long term, mutually beneficial and sustainable professional relationships. 

  

1. Introduction 

In the present day context of globalisation, changing information needs of the farmers, increasing 

pressure of population on the food security system, encouraging the developing economy like India to 

look for various alternatives in supply chain management and its digitization for its efficient and 

sustainable agricultural development. Information Technology has started its dent in certain rural 

livelihoods especially the farmers in developing countries where India has no exception. It can also do 

wonders in empowering small and marginal farmers who are operating in a complex, diverse and risk 

prone environment, who have poor access to information, especially regarding the production systems, 

customers and markets. In India, the limiting factors for farmers wanting to maximize their farm 

incomes are poor market linkages, poor access to quality farm-inputs, services and technology, lack of 

information about Government resources, institutions and extension services. Internet is a faster and 

less expensive ever increasing speed mode of communication frequently used in IT for remote 

rainforest villages as compared to traditional communication services, such as mail and telephones. E-

centres can help to improve social and economic opportunities in isolated areas, facilitate 

communication between indigenous peoples and organizations, and raise awareness of their concerns 
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to mainstream society. In Asian countries, information technology and telecommunications have 

assumed an ever-increasing role in the creation of wealth at all levels. 

The farmers also lack real time information about consumers, market demand and prices and hence 

are prone to more exploitation by existing intermediaries in the supply chain. With the growth of 

organized retailing and free global trade, farming is becoming highly knowledge intensive, 

commercialized, competitive and globalised, making it necessary to digitize, rebuild competitive and 

efficient agri-supply chains to benefit both the farmer as well as the consumer. 

Digitization has a pivotal role to play in market led extension activities. ICTs can connect the 

producers with buyers to initiate and sustain long term, mutually beneficial and sustainable 

professional relationships. The existing disconnection between the producers and buyers in terms of 

harmonization of standards of agricultural produce is the cause for low value realization for the 

producers. Practically, the same disconnection is also increasing the cost of procurement for the buyers 

of agricultural commodities. Digitization helps to integrate the production, post-harvest management, 

value addition and marketing of agricultural produce. The ICT sphere also encompasses the quality 

aspects, agronomic aspects, traceability aspects and details of measurement of active ingredients, 

nutrition values etc. In the marketing and value addition perspective, usage of ICT to digitize the 

information contributes to increased efficiency and value enhancement of agricultural supply chains. 

Specially, in the Indian context, where the number of land holdings is small and big in number, 

reaching the multitudes of small farmers is the key for future food security. In a way the 

disintermediation in the supply chains can be possible by application of ICTs in adequate levels. The 

supporting mechanism or social benefits that are aimed to reach farmers can also be effectively 

implemented with the help of ICTs. In this background an effort has been made to study the 

digitization of supply chain management for its effectiveness in Indian context.  

1.1. Indian agriculture 

India is likely to be considered as the food basket to the world constituting 52% of total land under 

cultivation as compared to global average of 11%. It is also producing 134.5 M T of fruits and 

vegetables but due to inadequate cold storage and preservation facilities and improper supply chain 

infrastructure, there is enormous loss of wastages. Agriculture and its allied industries sector employs 

67% of the country's population. In the post WTO regime, an effective agricultural marketing system 

through cost effective supply chain management, is the key driver of the sustainable development of 

agricultural economy. Agriculture has been the backbone of Indian economy since independence and 

before that, right now with nearly 12 per cent of the world’s arable land, India is the world’s third-

largest producer of food grains, the second- largest producer of fruits and vegetables and the largest 

producer of milk; it also has the largest number of livestock. Add to that a range of agro- climatic 

regions and agri-produce, extremely industrious farmers, a country that is fundamentally strong in 

science and technology and an economy which one of the largest in the world with one of the highest 

growth rate and you should have the makings of a very good harvest. Yet the comprehensive outlook 

for Indian agriculture is far more complex than those statistics might suggest. Having just extricated 

itself from a period of negative growth of -0.1 percent in 2008-2009, to rise to an unspectacular 0.4 per 

cent in 2009-2010 with upward revision in the production, ‘agriculture, forestry and fishing’ sector in 

2010-11 has shown a growth rate of 6.6 per cent, as against the growth rate of 5.4 per cent in the 

Advance estimates. Adjusted for inflation, even this 6.6 percent growth looks unexciting when 

compared to the growth rates in services and manufacturing. Today, agriculture accounts for 13.8 

percent of the country’s gross domestic product, compared to 51 percent in the 1950s (Government of 

India, 2011). Worse, India is amongst the world’s largest wasters of food and faces a potential 

challenge to provide food security to its growing population in light of increasing global food prices 

and the declining rate of response of crops to added fertilizers. The reforms of 1991 have introduced 

Indian agriculture to the globalization which has very significant impact on agriculture and supply 

chain.  

1.2. Supply chain management 

Supply chains are principally concerned with the flow of products and information between supply 

chain member organizations - procurement of materials, transformation of materials into finished 
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products, and distribution of those products to end customers. Today’s information-driven, integrated 

supply chains are enabling organizations to reduce inventory and costs, add product value, extend 

resources, accelerate time to market, and retain customers. 

The real measure of supply chain success is how well activities coordinate across the supply chain 

to create value for consumers, while increasing the profitability of every link in the supply chain. In 

other words, supply chain management is the integrated process of producing value for the end user or 

ultimate consumer. The supply chains of different agricultural commodities in India, however, are 

fraught with challenges stemming from the inherent problems of the agriculture sector. The agri 

supply chain system of the country is determined by different sartorial issues like dominance of small/ 

marginal farmers, fragmented supply chains, absence of scale economies, low level of 

processing/value addition, inadequacy of marketing infrastructure etc. The agri supply chains in India 

and their management are now evolving to respond to the new marketing realities thrown by the wave 

of globalisation and other internal changes like rise in the level of disposable income of consumers, 

change in the food basket of the consumers towards high value products like fruits, vegetables and 

animal protein. The new challenges of the agricultural economy of the country have now spurred the 

government agencies to go in for different legal reforms for enabling and inviting private investment 

in agricultural marketing infrastructure, removing different entry barriers to promote coordinated 

supply chain and traceability.(Sazzad.P 2014).The amended APMR Act, the major agricultural 

Marketing Act of the country, being implemented by the different states of India, now contains 

enabling provisions to promote contract farming, direct marketing and setting up of private markets 

(hitherto banned). These measures will go a long way towards providing economies of scale to the 

small firms in establishing direct linkage between farmers, and processors/ exporters/ retailers, etc. 

Thus, the measure will provide both backward and forward linkages to evolve integrated supply chains 

for different agri produce in the country (MANAGE 2013). 

Marketing channels for fruits and vegetables in India vary considerably by commodity and state, 

but they are generally very long and fragmented. The majority of domestic fruit and vegetable 

production is transacted through wholesale markets although depending on the state and commodity; 

farmers may sell to traders directly at the farm gate, to traders at village markets, or directly to 

processors, co-ops and others.  

1.3. Coordinated supply chains 

Coordinated supply chains involve structured relationships among producers, traders, processors, 

and buyers whereby detailed specifications are provided as to what and how much to produce, the time 

of delivery, quality and safety conditions, and price. These relationships often involve exchanges of 

information and sometimes assistance with technology and finance. Coordinated supply chains fit well 

with the logistical requirements of modern food markets, especially those for fresh and processed 

perishable foods. (Ahya, 2006). These chains can be used for process control of safety and quality and 

are more effective and efficient than control only at the end of the supply chain. Several companies in 

India are beginning to invest in integrated supply chain management systems and infrastructure with 

emphasis on quality and, to a lesser extent, on safety. Different models are emerging including fruit 

and vegetable retail outlets that directly procure produce from farmers or grower associations through 

various formal/informal contractual arrangements. Collection-cum-grading centres have been 

established in rural areas with all produce moving through a central distribution facility having modern 

infrastructure including cold storage, ripening rooms and controlled atmosphere chambers. Growers 

are required to follow certain specifications and are often provided with some inputs and technical 

advice about agronomic and post-harvest practices (MANAGE, 2013). 

Contract farming for fruits and vegetables is already being practiced in several states and is likely 

to expand considerably due to legal reforms initiated in India, i.e., implementation of Model APMC 

Act. Until recently, contract farming was not legally recognized in most states and a legal framework 

for governing contracting arrangements was missing. Under the APMC Model Act a new chapter on 

‘contract farming’ was added which provides for the registration of contract buyers, the recording of 

contract farming agreements and time-bound dispute resolution mechanisms. This information has 
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been digitized and kept ready as a blue print for further reference. It also provides an exemption from 

the levy of market fees for produce covered by contract farming agreements and provides indemnity to 

farmers’ land to safeguard against the loss of land in the event of a dispute. Contract buyers will now 

be able to legally purchase commodities through individual purchase contracts or from farmers 

markets. Provision has also been made in the legislation for direct sale of farm produce to contract 

buyers from farmer’s fields without it being routed through notified markets. This calls for the 

collective action in supply chains. 

Initiatives are taken to establish more terminal markets based on modern infrastructure. Terminal 

markets would endeavour to integrate farm production with buyers by offering multiple choices to 

farmers for sale of produce such as electronic auctioning and facility for direct sale to exporter, 

processor and retail chain network under a single roof. In addition, the market would provide storage 

infrastructure thus offering the choice to trade at a future date to the participants. It is envisaged to 

offer a one-stop-solution that provides Logistics support including transport services & cool chain 

support and facility for storage (including warehouse, cold storage, ripening chamber, storage shed), 

facility for cleaning, grading, sorting, packaging and palletisation of produce and extension support 

and advisory to farmers. 

The model presents integration of agri supply chains for perishables through terminal markets. 

Presently in the regime of fragmented and inefficient agri supply chains there is no control and 

command of chain partners on the other following that they are not able to maintain quality of produce 

in their chain. In order to bring integrated command, source quality produce by way of organizing 

farmers in groups and providing them the right technical advice and link farmers to the market, 

modern terminal market complexes will prove a dent. With increasing private investment in the food 

retail sector and impending changes in contract and marketing laws, shorter and more direct supply 

chains with traceability are expected to become more common. The incidence and spread of 

coordinated supply chains will be closely connected with the pace and direction of food retail sector 

modernization within India. Thus far, changes in food retail have been gradual, and considerably 

slower than observed in many other developing countries. Supermarket procurement regimes for 

sourcing of fruits, vegetables, dairy and meat strongly influence the organization of the supply chains. 

The rising scale of organized retail in the Asian countries (like Metro Cash & Carry, Tata Chemicals 

and Field Fresh Foods, Bharti Enterprises, Reliance Fresh in India) is now playing a vital role in 

organizing farmer production bases and integrating these into the retailers’ fresh produce supply chain, 

thus procurement systems in this segment is changing fast responding to the consumer demand and 

competition. 

2. Digitization and its implications 

ICT is a powerful tool to integrate the production, post-harvest management, value addition and 

marketing of agricultural produce. The ICT sphere also encompasses the quality aspects, agronomic 

aspects, traceability aspects and details of measurement of active ingredients, nutrition values etc. In 

the marketing and value addition perspective, ICT contributes to increased efficiency and value 

enhancement of agricultural supply chains. Specially, in the Indian context, where the number of land 

holdings is small and big in number, reaching the multitudes of small farmers is the key for future 

food security. In a way the disintermediation in the supply chains can be possible by application of 

ICTs in adequate levels. These IT applications cannot be limited to marketing aspects alone but are to 

be integrated with the production aspects for its sustainable development. These aspects are having 

certain social implications in Indian context. The existing land use patterns, land records, tenancy 

norms soil health and its enrichment are being digitized and also need to be recorded. Information 

Technology should be used for maintaining an updated and enriched database of region specific 

agricultural information and timely dissemination of the information pertaining to seed selection, 

actions relating to arrival of monsoon, climate control etc. to the farmers. In addition, information 

regarding agricultural products, demand-supply status in respect of different products and the current 

price should be made available on-line to the farmers for taking timely decisions on crop product 

diversification strategies and positioning of the same in right market to get optimum revenue. With 
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agile, demand-driven supply, focusing on reducing end-to-end supply network time by building a 

flexible and responsive supply network is the need of the hour. (Narula, et al 2010) 

The educational and professional institutions should take for guiding the latest information using IT 

as a tool and make it available to the farmers. The need of the day is to harness the vast potential of 

agriculture in Indian economy.(ICT source book) 

The ICT sphere also encompasses the quality aspects, agronomic aspects, traceability aspects and 

details of measurement of active ingredients, nutrition values etc. In the marketing and value addition 

perspective, ICT contributes to increased efficiency and value enhancement of agricultural supply 

chains. Specially, in the Indian context, where the number of land holdings is small and big in number, 

reaching the multitudes of small farmers is the key for future food security. In a way the 

disintermediation in the supply chains can be possible by application of ICTs in adequate levels. The 

supporting mechanism or social benefits that are aimed to reach farmers can also be effectively 

implemented with the help of ICTs. In conditions of poor information flows supply chains are highly 

fragmented. Otherwise information technology driven innovations make it easier to acquire, manage, 

and process information and allow closer integration between adjacent steps in the value chain. There 

is therefore greater integration of supply chains based on information availability (Kunaka, 2010) 

Information on supply chain management is a basic element in any development activity. Once it is 

digitized Information will be available and accessible to all, be it scientific, technical, economic, 

social, institutional, administrative, legal, historical or cultural in nature. Agricultural information is 

useful only if it is available, if the users have access to it, in the appropriate form and language. What 

do the farmers want? They require information inter alia on supply of inputs, new technologies, early 

warning systems (drought, pests, diseases), credit, market prices etc. Information, in the field of 

agriculture, to be of benefit, has to be tailored to local agro-ecological and socio-economic conditions. 

It has to be backed up by relevant input supply services, and public policies. Synchronization in time 

and space between knowledge and input delivery systems is essential to impart credibility to the 

extension message. Agricultural Extension Services do play an important role in delivering 

information, knowledge and advice to farmers. However to remain relevant in these changing times, it 

has to specialise in “effectively managing and transferring knowledge or information packages”. 

Emerging digital technologies can play an important role in supporting extension in this regard. 

(Meera 2014). Over the past two decades, Governments all around the world have invested heavily in 

strengthening the national ICT infrastructure. 

Need for improved agricultural extension throughout the developing world has never been greater. 

Agricultural and rural development and hence, rural extension continue to be in transition in the 

developing world. These transitions are happening because of the forces that are driving the world 

agriculture today. The vulnerability of farming in the developing world is quite evident due to forces 

like climate change, changes in natural resources quality, lack of coping strategies at micro and macro 

levels of decision making, coupled with globalization, emerging market forces like commodity 

markets, sustainability constraints etc. The challenges can only be met from information intensive 

efforts in the extension systems (Shaik Meera, N et.al 2010). These information intensive extension 

efforts can be possible when extension systems embrace digital opportunities available with us today. 

2.1. E-choupal experience of ITC 

ITC Ltd implemented a project on electronic market place for the soybean farmers in the state of 

Madhya Pradesh. The project owes its success to the factors such as utilization of local leadership in 

the villages, a sustainable business model and collaboration between the local authorities and the 

corporate implementer. The technology embarked was easy to replicate and easily scalable, and it was 

customized according to the needs of the local farmers. The project has helped the farmers developing 

sustainable income levels, elimination of the middlemen, developing easy access to the market place 

and shared ownership of the project (Figure 1).  
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Figure 1. Demonstration for farmers 

2.2. e-governance in fisheries 

The Fisher Friend Mobile Application (FFMA) is a unique, single window solution for the holistic 

shore-to-shore needs of the fishing community, providing vulnerable fishermen immediate access to 

critical, near real-time knowledge and information services on weather, potential fishing zones, ocean 

state forecasts, and market related information. The application is an efficient and effective decision 

support tool for the fisher community to make informed decisions about their own personal safety and 

the safety of their boats, as well as make smart choices for fishing and marketing their catch. FFMA is 

developed on an android platform in partnership with Wireless Reach Qualcomm and Tata 

Consultancy Services and is currently available in English, Tamil, and Telugu (Figure 2).   

 

Figure 2. The Fisher Friend Mobile App 

2.3. ICT platform of EID Parry 

East India Distilleries (EID) Parry has implemented the project “Parry’s Corner” to help the 

farmers, provide them with value-added services, and improve their income levels and the productivity 

of their farms. The self-help groups in the vicinity are using the ICT platform for e-commerce. This 

has helped in the creation of social networks. Social networks facilitate the diffusion of ICT platforms. 

The major reason for the success of this project has been that the company has been in operation in 

that region for a long time. The high levels of trust existing between the company executives and 

farmers helped in the rapid diffusion of the utilization of the ICT platform for a variety of reasons. The 

technology selected was a low cost option and hence the overheads were not high for platform. 

As FAO (2005) notes, the information system obviously remove critical barriers that have kept 

farmers from participating in the commercial supply chain. Farmers receive relevant and timely 

information regarding crop production, the company effectively communicates demand and quality 

requirements, and farmers can demand a fair price and be assured of a market. Further, agricultural 
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yields, access to finance, agricultural extension services, and time required to transact with EID Parry 

all have reportedly improved. These improvements have not been quantified, however (FAO, 2005). 

2.4. Farmers portal of government of India 

The Farmers' Portal of the Department of Agriculture & Cooperation is a platform for farmers to 

seek any information related to agriculture (Figure 3). Detailed information on farmers’ insurance, 

agricultural storage, crops, extension activities, seeds, pesticides, farm machineries, etc. is provided. 

Details of fertilizers, market prices, package and practices, programmes, welfare schemes are also 

given. Block level details related to soil fertility, storage, insurance, training, etc. are available in an 

interactive map. Users can also download farm friendly handbook, scheme guidelines, etc. 

 

Figure 3. The Farmers' Portal of the Department of Agriculture & Cooperation 

2.4. Kisan call centre services 

Kisan Call Centres (KCCs) (Figure 4) was launched by the Ministry of Agriculture took to harness 

the potential of ICT in agriculture. This initiative was aimed at answering farmer’s queries on a 

telephone call in their own language / dialect. IFFCO Kisan Sanchar Limited (IKSL) was selected by 

the Department of Agriculture and Cooperation (DAC), Ministry of Agriculture (MoA), Government 

of India, to manage the KCC services. The services were re-launched on 1st May 2014 by IKSL. In 

this endeavour, IKSL had completely revamped the services and set up state of the art ICT 

infrastructure (Figure 5). 

 

Figure 4. A Kisan Call Centre 
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Figure 5. The Knowledge Management System 

2.5. m-kisan Project of Government of India 

The project conceptualized, designed and developed in-house within the Department of Agriculture 

& Cooperation USSD has widened the outreach of scientists, experts and Government officers posted 

down to the Block level to disseminate information, give advisories and to provide advisories to 

farmers through their mobile telephones. Since its inception nearly 72 crore messages or more than 

210 crore SMSs have been sent to farmers throughout the length and breadth of the country. These 

figures are rising ever since. 

These messages are specific to farmers' specific needs & relevance at a particular point of time and 

generate heavy inflow of calls in the Kisan Call Centres where people call up to get supplementary 

information. SMS Portal for Farmers has empowered all Central and State Government Organizations 

in Agriculture & Allied sectors (including State Agriculture Universities, KrishiVigyanKendras, 

Agromet Forecasts Units of India Meteorological Department, ICAR Institutes, Organization in 

Animal Husbandry, Dairying & Fisheries etc.) to give information/services/advisories to farmers by 

SMS in their language, preference of agricultural practices and locations. 

USSD (Unstructured Supplementary Service Data), IVRS (Interactive Voice Response System) 

and Pull SMS are value added services which have enabled farmers and other stakeholders not only to 

receive broadcast messages but also to get web based services on their mobile without having internet. 

Semi-literate and illiterate farmers have also been targeted to be reached through voice messages. 

3. Limitations 

As the Supply Chain involves a number of players, the extent of integration of services depends on 

the degree of trust and information sharing amongst the players. It is often observed that the big 

players in their efforts to make vertical/horizontal integration of different activities end up gobbling up 

the weak ones. What in fact is called for is strengthening of the system and process, so that requisite 

synergies evolve to give benefits to all the partners. 

The ultimate choice of the ICT enabled agriculture approach depends on (1) the ICT policy 

environment, (2) the capacity of ICT service providers, (3) the type of stakeholders and the ICT 

approach adopted, and (4) the nature of the local communities, including their ability to access and 

apply the knowledge and various e-readiness parameters. The level of integration of digital media into 

the governance process in agriculture will determine the fate of Indian agriculture in years to come. 
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In order to shore up the emergence of professionally managed agri-supply management of different 

agricultural produce, the Government should play its facilitating role. 

Some of the major issues that need to be focused in the public domain are: 

 Focus should be laid on free play of demand and supply forces in the market. This has to be 

enabled by removing different entry barriers, having a proper market information system, 

promoting grading and standardization, taking care of quality and safety issues, putting up a 

strong system of risk management and price formation mechanism. This can be done only by 

digitizing the information available at various levels of supply chain. 

 Different legal restrictions inhibiting growth of competitive environment should be dismantled 

and replaced by a facilitating legal environment.  

 Infrastructure is the major constraint in Indian marketing system. Since it is difficult to 

arrange sufficient funds from the public exchequer for the development of infrastructure 

facilities, the need of the hour is to explore different Public Private Partnership models.  

 The extension mechanism of the country is production oriented relegating the marketing 

aspects to the backburners. It is time for the Stakeholders to provide basic information in 

supply chain in a digitized form. 

Within broad framework of a conducive environment provided by Government side, the private 

sector should come up in a pro-active manner to invest in agriculture sector. In no way, they should be 

discouraged by the teething troubles as entrepreneurs in this virgin sector in India. The managerial 

efficiencies brought about by the private sector to the agricultural economy of the country will go a 

long way towards ensuring optimum utilisation of resources, thereby ensuring sustainable growth for 

the sector. 

4. Conclusions 

Usefulness of ICT in the form of digitising the all possible information is well established in 

improving productivity of Agricultural sector and this needs to be addressed by authorities. Food loss 

reduction is less costly than an equivalent increase in food production. If efforts are not made to 

modernize the harvest handling system for horticultural crops, then postharvest losses will continue to 

have a negative economic and environmental impact. There is no doubt that postharvest food loss 

reduction significantly increases food availability. An efficient collaboration between stakeholders 

will reduce risk, losses and greatly improve the efficiency to ensure food security and development. 

The important link between the whole chain of digital networks and their applications is the 

ultimate beneficiaries of these initiatives those are the stakeholders. It is common to find that intended 

users (farmers) are either unaware of the ICT services / or do not perceive these services as applicable 

in their field conditions. Unfortunately the task of understanding the clientele and their information 

need has been subsided by the technological enthusiasm that is prevailing in Indian context. 

(Shalendra 2013) 

Agricultural extension, whether public or private, operates in a context that influences the 

organization, form, and content of transfer activities. For instance, what necessitates current extension 

/ advisory organisations to integrate digitization into their functional / structural components? The 

history and recent developments in Asia illustrate that ICT "prescriptions" are doomed to fail if they 

are not based on 'farmers needs'. And it must be driven by learning about what works and what does 

not and by the nature of local circumstances and context. We need to address relevant issues such as 

what makes public extension workers to become info-mediatory. Their job chart needs to be 

transformed radically with a scope for incentives for efficient performance using digital tools. ICT 

applications alone will not be readily available, accessible and applicable in farmers’ conditions. It 

requires higher commitments from all the agricultural professionals. Further we need to build farmers 

communities on large scale government should plan campaigns for 'zooming in zooming out' farmers 

learning/ experiences using ICTs. 
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The idea of Digitization of supply chain, essentially provides linkages, enhance market access, 

improve business process, increase product diversity and reduce development cycle time in Indian 

agriculture. Understanding ICT context for Indian agriculture will help developing nation level 

strategies. Digital India's perspective of agriculture will have a real challenge in integrating 

'knowledge' with 'time critical services' in the whole chain of agricultural value chain. We should have 

evidences of use, pattern, purpose, users etc., for ICT activities. These IT applications cannot be 

limited to marketing aspects alone but are to be integrated with the production aspects for its 

sustainable development. These aspects are having certain social implications in Indian context. The 

existing land use patterns, land records, tenancy norms soil health and its enrichment are being 

digitized and also need to be recorded. Information Technology should be used for maintaining an 

updated and enriched database of region specific agricultural information and timely dissemination of 

the information pertaining to seed selection, actions relating to arrival of monsoon, climate control etc. 

to the farmers. In addition, information regarding agricultural products, demand-supply status in 

respect of different products and the current price should be made available on-line to the farmers for 

taking timely decisions on crop product diversification strategies and positioning of the same in right 

market to get optimum revenue. With agile, demand-driven supply, focusing on reducing end-to-end 

supply network time by building a flexible and responsive supply network is the need of the hour. 

The educational and professional institutions should take for guiding the latest information using IT 

as a tool and make it available to the farmers. The need of the day is to harness the vast potential of 

agriculture in Indian economy. 

Table 1. Broken Links in Agri Supply Chain in India 

Production Supply Chain Processing Marketing 

 Poor extension 

 Quality inputs 

 Low productivity 

 Deficient and 

inefficient production 

management  

 Non demand linked 

production 

 Improper post-harvest 

management resulting 

in poor quality 

 Lack of storage 

 Poor transportation 

 High wastages 

 Multiple intermediaries 

 Fresh produce 

transported to mandis 

in open baskets or 

gunny bags stacked 

one on top of the other 

 Cold chain absent or 

broken, produce 

deteriorates rapidly 

 Food safety is major 

concern: Hygiene and 

pesticide MRL not 

monitored 

 Low processing 

 Lack of quality 

 Poor returns 

 Low capacity 

utilization 

 Poor Infrastructure 

 Lack of grading 

 No linkages 

 Non-transparency in 

prices 

 Long delays from 

producer to retailer 

Each segment working in an isolated manner resulting in multiple losses across the value chain 
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A B S T R A C T 
 

Cellulose is one of the most abundant organic chemical material in the world which is a 

raw material for several fields. In many cases this material is appearing as residue in the 

agriculture and forestry. Thus the application of cellulose as secondary raw material is 

desirable which requires a rapid estimation method reflecting the potential amount of 

cellulose stocks. The remote sensing based Cellulose Absorption Index (CAI) is an 

adequate method to make objective estimations of the quantity plant litters on soil 

surfaces. By the application of infrared spectroscopy CAI can be calculated to make rapid 

estimation of cellulose content in laboratory scale. In this research work cellulose contents 

of sweet sorghum bagasse were measured by the method of Van Soest. Based on the 

absorbance values determined in A.U. CAI values of the sweet sorghum bagasse samples 

were calculated. As a result a notable correlation (R2=0.733) was found between the 

measured cellulose values and the modified Cellulose Absorption Index.  

  

1. Introduction 

Plant fibers have high strength, low density and high sustainability (Hepworth et al. 2000; Madsen 
& Lilholt 2003). According to Klinke et al. (2001) the fiber tensile strength and elastic modulus 

depend on the cellulose content squared. Cellulose is a linear structured glucose polymer which is the 

most abundant material appearing in the world (Granström 2009). As a chemical raw material, 

cellulose and its derivatives are widely utilized in many fields, such as the production of paper, textile 

and pharmaceuticals (Lavanya et al., 2011).  

Primer biomass is widely used for energy purposes but the utilization of the secondary biomass 

sources can be more adequate in the sustainable energy production. Cellulose as a by-product of the 

agricultural industries or energy crops, is digestible by microorganisms for energy (Watanabe 2013) 

hence bioethanol produced from cellulosic biomass is a promising renewable energy source (Wagner 

& Kaltschmitt 2013). In contrast to first generation bioethanol, which is derived from sugar or starch, 

cellulosic ethanol may be produced from agricultural residues. The ability to make fuel from locally 

sourced, secondary non-food feedstocks makes cellulosic bioethanol an effective method for reducing 

dependence on fossil fuels.  

Based on the utilization possibilities the determination of cellulose content in plants can be very 

important. Cellulose is a basic compound of the cell wall and appearing with hemicelluloses and lignin 

which make the determination process difficult. The determination of these fibers is based on chemical 

processes (Van Soest et al. 1991; Zhao et al. 2009; Erdei 2013; Khalil et al. 2015). Chemical 

determination of cellulose and other fibers of the cell wall is a difficult and time consuming process 

while in several fields of the agriculture the application of non-invasive spectral measurements 

provides rapid and reliable data (Riczu et al. 2012; Nagy et al., 2014). By the utilization of applied 

informatics spectral data can be visualized as spectral curves moreover several mathematical 
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opportunities are available. Thus the application of vegetation indices (e.g.: Leaf Area Index, 

Normalized Difference Vegetation Index, Enhanced Vegetation Index etc.) calculated by spectral data 

can be an adequate method to receive information rapidly about plant vegetation. In the field of 

cellulose content determination the Cellulose Absorption Index (CAI) can be utilized which was 

worked out to discriminate plant litter from soil based on the absorbance values of electromagnetic 

radiations in the range of 2000 nm to 2200 nm (Daughtry et al., 1996). 

In this study the analysis of spectral curve of sweet sorghum bagasse was made so as to calculate a 

modified CAI. Index values were compared with the measured cellulose contents in order to evaluate 

reliability of the index values within laboratory scale. The goal of the current research work was to 

evaluate the application possibilities of CAI in the field of rapid determination of cellulose. 

2. Materials and methods 

Sorghum bagasse was derived from the Research Institute of Karcag. After chopping, the air-dry 

bagasse was grinded first with a rough-, then a fine grinder (Condux) in order to achieve the size from 

0.1 mm to 2 mm. Fiber content determinations of the sorghum bagasse samples were conducted 

according to Georging & Van Soest (1975) where samples were analyzed to acid-detergent fiber 

fraction (ADF), neutral detergent fiber fraction (NDF) and acid detergent lignin (ADL) (Figure 1). 

Due to the time consuming characteristics of this analytical process (approximately 6,5 hours/sample) 

this preliminary research work was based on the results of 27 sorghum samples. 

 

Figure 1. Determination scheme of carbohydrate fibers based on the findings of Van Soest 

The calculation of cellulose content were done as follows: 

Cellulose content = ADF - ADL 

The absorbance measurements were carried out by AvaSpec NIR256-2.5-HSC Fiber Optic 

Spectrometer within 1000–2500 nm interval. During the measurement the average spectral resolution 

was 6.43 nm. The AvaSpec 2048 system consists of a spectrometer (detector) and connected by an 8 

μm core diameter fiber optic standard AvaLight-HAL-MINI halogen light source (Figure 2). The 

accurate measurement was provided by a special spectral sampling black box, since the samples were 
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isolated from the external light. The end of the optical fiber was positioned 5 mm above the surface of 

each sample. Spectral data were managed by AvaSoft 8.2 software.  

       

Figure 2. Light source, detector and sampling black box of the applied spectrometer 

During the measurements the integration time was set as 57.03 ms while absorbance spectral data 

were worked out as averages of 30 measurements with a pixel smoothing number of 3. Spectral data 

were exported to Microsoft Office Excel in order to visualize spectral curves in a same plot and to 

make further calculations. Measurements were done on air-dry samples in order to avoid the alteration 

of spectral curves caused by water. Absorptions in the 2000 nm to 2200 nm range are sensitive to 

cellulose (Nagler et al. 2003), so that based on the measured spectral data within this interval the 

Cellulose Absorption Index was calculated (Eq. 1) which is a commonly used index to indicate 

exposed surfaces containing dried plant material (Daughtry 2001; Daughtry et al. 2004). This index 

provides the possibility to discriminate pure soil surfaces from pure scenes of some crop residues and 

tree litters in the case of arable lands (Daughtry et al. 1996; Nagler 1997). Based on the detected 

reflectance values this index ranges from -3 to more than 4. Positive values of CAI represent the 

presence of cellulose while a negative value means the absence of this chemical material. 

Eq. 1   CAI = 0.5(ρ2000 + ρ2200)-ρ2100 

According to Elvidge (1988; 1990) 2100 nm, 2180-2220 nm and 2310-2380 nm spectral ranges are 

sensitive to lignocellulose compounds. Thus the presence of hemicellulose and lignin can modify the 

value of CAI.  

In this research CAI values were calculated by the measured absorbance values determined in A.U. 

(Absorbance Unit) in order to evaluate the application possibilities of this index to determine cellulose 

content in plant materials if it is calculated by absorbance values directly. The relation of cellulose 

content and the modified CAI was evaluated by linear regression analysis using R statistical software 

with R Studio user surface (R Core Team 2016). 

3. Results and discussion 

Based on the measured data the average Acid Detergent Fiber content was 42.63% with the 

standard deviation of 4.32%. In the case of Acid Detergent Lignin the average value was 3.80±2.15%. 

According to the calculations cellulose contents were varied between 36.31% and 42.84%. The 

average cellulose content of the samples was 38.55% with a standard deviation value of 1.69% and 

38.56% median value.  

In the case of the spectral curves of the evaluated sweet sorghum samples two low points and a 

peak point were detected in the spectral bands which are used in the calculation of CAI. Low points 

were detected at the wavelength of 2000 nm and 2200 nm, while the peak point were detected at the 

wavelength of 2100 nm (Figure 3). The absorbance spectra of sweet sorghum samples with different 

cellulose content were alike regarding the shape, but differences were detected in the intensity of 

absorption.  
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Correlation between absorbance values detected on the wavelength’s of 2000 nm (R2=0.01), 2100 

nm (R2=0.04), 2200 nm (R2=0.02) and cellulose contents were not found. The reason of this 

phenomenon can be the fact that CAI was worked out for remote sensing detecting soil covering plant 

litters. Thus CAI estimate the senescent plant covering of soils and do not assess directly the spectral 

features of cellulose content in plant materials. In this case the spectral features of soil surface stoutly 

prevail. Spectral characteristics of soils and plant materials are different therefore lands with different 

rate of plant litter covering can be distinguished based on their heterogenic spectral characteristics. In 

that case cellulose sensitivity is strongly corresponding with the plant litter ground cover, and not with 

the exact amount of cellulose content. 

In this study the cellulose content of plant textures were evaluated, and cellulose contents were not 

heterogenic enough so as to detect differences among the evaluated samples in the spectral bands of 

CAI. Nevertheless further calculations were carried out by spectral bands of CAI based on the 

scientific results of Roberts et al. (1990, 1993), Daughtry et al. (1996) and Nagler et al. (2003).  

 

Figure 3. The spectral curve of the average absormance values  

Regarding the average value of the calculated Cellulose Absorption Index value was -0.063 with 

the standard deviation of 0.009. CAI values between -0.078 and -0.042 were characteristic to the 

evaluated sweet sorghum bagasse samples. Negative CAI values basically referring to the absence of 

cellulose in so far as it is determined by reflectance. However this index is basically applied to 

quantify plant litter on soil surface the values showed a strong correlation with the calculated cellulose 

contents (R2=0.733) nevertheless CAI values were negative (Figure 4). This phenomenon probably 

caused by the change of the reflectance values to absorbance values in the equation. 
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Figure 4. The correlation of Cellulose Absorption Index with the measured cellulose contents 

In the study of Daughtry et al. (1996) CAI (calculated by reflectance) was applied to discriminate 

plant litters from soil surface and the absorption features of this index were described as the depth of 

the lignocellulose absorption feature. Nevertheless strict correlation with CAI was found only in the 

case of the cellulose content of these materials. Correlation of CAI values between lignin (R2=0.01), 

hemicellulose (R2=0.01) or total lignocellulose (R2=0.05) contents were not found. Thus 

discrimination of plant litter from pure soil surface by CAI can be based on the cellulose content of 

these materials.  

According to results Cellulose Absorption Index determined by absorbance can be adequate for the 

rapid estimation of cellulose content in plant materials so as to qualify plant materials. By this way of 

spectral analysis can result rapid result of cellulose content which can be a useful information in 

several specific agricultural fields. 

3. Conclusions 

Cellulose Absorption Index is a commonly used vegetation index in the field of remote sensing 

discriminating plant materials from pure surfaces. The determination of this index is based on the 

reflectance features of the spectral bands of 2000 nm, 2100 nm and 2200 nm. According to the results 

of this preliminary study Cellulose Absorption Index is an adequate value to estimate cellulose content 

in plant materials on laboratory scale. By the application of infrared spectroscopy with applied 

informatics tools rapid values can be received about cellulose contents. These results can useful in the 

process of plant breeding (e.g.: in breeding methods to eliminate risks caused by falling down), or in 

the field of bioenergy as well (Lee et al. 2017). According to some scientific results CAI is applicable 

to dry senescent plant materials but in the current study correlation was found only between CAI and 

cellulose content. Therefore our further studies will focus on the determination of spectral bands 

which are potentially sensitive for hemicellulose and lignin and the total lignocellulose content which 

are also important compounds of dry senescent plant materials. 
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